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Abstract—In this paper, a novel opportunistic spectrum sharing scheme, based on orthogonal frequency division multiplexing with index modulation (OFDM-IM), is proposed for cognitive radio (CR) networks. In the considered OFDM-IM based CR (OFDM-IM-CR) model, the primary transmitter (PT) communicates with the primary receiver with the aid of an amplified-and-forward (AF) relay by transmitting OFDM-IM signals. Meanwhile, the secondary transmitter (ST) passively senses the spectrum and transmits its own information over those inactive subcarriers of the primary network to the secondary receiver if the signal-to-noise ratio of the PT–ST link is above a predefined threshold; otherwise, the ST stays in silent mode. Two different types of maximum-likelihood (ML) detectors are designed for the primary network, based on the knowledge of either the estimated channel state information or the statistical channel information of the secondary network. A complexity-reducing method, which is applicable to both types and achieves near optimal performance, is further proposed. To evaluate the performance, a tight upper bound on the bit error rate (BER) is derived, assuming the first type of ML detection. Simulation results corroborate the analysis and show that OFDM-IM-CR has the potential of outperforming OFDM-CR and OFDM-IM-AF in terms of BER with higher spectral efficiency.
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I. INTRODUCTION

The radio spectrum is a precious natural resource, and it is traditionally allocated by governments to specific licensees for exclusive use. Although this simple spectrum allocation approach limits the interference between different wireless systems, it leads to two contradictory consequences. On one hand, the remaining unallocated frequency bands become increasingly scarce. On the other hand, there are still substantial unused resources in frequency, time, and space of the licensed spectrum [1]. The latter has motivated the introduction of cognitive radio (CR) [2], which allows unlicensed (secondary) systems to opportunistically use the idle spectrum owned by licensed (primary) systems, improving spectrum utilization significantly. In CR networks, secondary users (SUs) are intelligent devices, which are able to sense their surrounding electromagnetic environments and dynamically adjust certain radio operating parameters for the access to the spectrum of primary users (PUs) [3]. In the literature, there are three main spectrum access strategies: overlay, underlay, and interweave. More specifically, in underlay models, SUs can access the licensed spectrum concurrently used by the primary network if the interference from SUs to PUs is below a tolerable level [4]. In overlay paradigms, SUs achieve spectrum sharing at the cost of sacrificing part of their power to facilitate the primary transmission by cooperative amplify-and-forward (AF) or decode-and-forward (DF) relaying [5]. By contrast, for the interweave strategy, SUs exploit spectrum holes, which are spectrum resources assigned to a PU but not being occupied by that user, for transmission [1]. Since SUs need to continuously detect whether the spectrum is available or not for opportunistic transmission, spectrum sensing is indispensable at SUs and it has been extensively investigated in the literature [6]–[8].

Orthogonal frequency division multiplexing (OFDM) is an easy-to-implement and effective multi-carrier transmission technique, and it has been used in many current wireless communications systems, including IEEE 802.11a/g/n wireless local area networks, Long Term Evolution (LTE), and digital television (DTV) systems. Moreover, OFDM has been recognized as one of the key physical-layer technologies for fifth generation wireless networks. As explained in [9] and [10], OFDM is also an appealing modulation candidate for CR systems due to its inherent sensing and spectrum shaping capabilities. It should be noted that OFDM has already been adopted by the IEEE 802.22 CR standard for reuse of the spectrum allocated for TV channels. Therefore, various aspects...
of OFDM-based CR (OFDM-CR) networks, ranging from resource allocation to spectrum monitoring, have received considerable research attention [11]–[15].

Recently, a promising variant of OFDM has been proposed by applying the concept of index modulation (IM) [16]. The rationale behind IM is to utilize the index(es) of some building blocks of a communication system to transmit extra information [17]–[21]. To be more specific, in OFDM with IM (OFDM-IM), only a subset of all available subcarriers are activated to carry ordinarily modulated M-ary symbols and the resulting subcarrier activation patterns (SAPs) implicitly convey additional information bits that are known as IM bits. By deactivating partial subcarriers, some transmit power can be saved, which can be used in return for the transmission of M-ary modulation symbols. The transmission of IM bits consumes no power and has stronger protection than that of ordinary modulation bits [22]. Therefore, OFDM-IM achieves better error performance than its OFDM counterpart. Moreover, OFDM-IM enjoys the flexibility in system configuration and provides a good trade-off between the spectral efficiency and the system performance by adjusting the number of active subcarriers. To extend the wireless coverage, relay-aided OFDM-IM is proposed. In [23], adaptive mapping schemes between IM bits and SAPs are presented for dual-hop OFDM-IM DF relaying networks. To enhance the system reliability, in [24]–[26], multiple relays with relay selection are employed for dual-hop OFDM-IM. In contrast to the dual-hop schemes in [23]–[26], multi-hop DF relaying is developed for OFDM-IM in [27], further enlarging the communication coverage. In view of two information-carrying units, the potential of OFDM-IM is investigated in overlay OFDM-based CR networks, where the PU transmits classical OFDM signals, and the SU employs OFDM-IM to forward the PU’s information via M-ary symbols and convey its own information through SAPs [28]. However, how to explore the opportunity to access the idle spectrum when the PU employs OFDM-IM for information transmission, is still an open topic. In particular, since partial subcarriers in OFDM-IM are inherently inactive (spectrum holes), they can potentially be used by SUs for improving the spectral efficiency.

Against the background, in this paper, we propose a novel OFDM-IM-based CR (OFDM-IM-CR) model for spectrum sharing to improve spectrum utilization. The contributions of this paper are summarized as follows.

- In OFDM-IM-CR, the PU relies on dual-hop OFDM-IM AF (OFDM-IM-AF) relaying for priority transmission and the SU exploits spectrum holes of the primary network for opportunistic communications. Specifically, in the first phase, the primary transmitter (PT) broadcasts OFDM-IM signals to an AF relay and the secondary transmitter (ST). Upon receiving this signal, the ST measures the signal-to-noise ratio (SNR) and performs spectrum sensing. In the second phase, the relay amplifies and forwards the received signal to the primary receiver (PR). Meanwhile, if the SNR of the PT→ST link is above a predefined threshold, the ST transmits its own information on those inactive subcarriers of the primary network to the secondary receiver (SR); otherwise, the ST stays in silent mode.
- Two different types of maximum-likelihood (ML) detectors are designed for the primary network, based on the knowledge of either the estimated channel state information (CSI) or the statistical channel information of the secondary network. A complexity-reducing method applicable to both types is proposed, and is shown to exhibit near optimal performance. Bit error rate (BER) analysis is provided for the PU and a tight upper bound on the BER is derived, assuming the first type of ML detection.
- The accuracy of our analysis and the effectiveness of OFDM-IM-CR are verified through Monte Carlo simulations, whose results show that OFDM-IM-CR has the potential of outperforming OFDM-CR and OFDM-IM-AF in terms of BER with higher spectral efficiency. The two proposed types of detectors provide different trade-offs between the error performance, detection complexity, and requirement of CSI. In the presence of channel estimation errors of the secondary network, the first type performs better at low SNR, while the second type is preferable at high SNR.

The remainder of this paper is organized as follows. The system model of OFDM-IM-CR is described in Section II. Section III presents two types of ML detectors, followed by the performance analysis in Section IV. Section V gives computer simulation results and finally Section VI concludes the paper.

**Notation:** Column vectors are in the form of lowercase bold letters. **I**<sub>n</sub> denotes the n × n identity matrix. Superscript <sup>T</sup> stands for transpose. **R**{*} returns the real part of a complex number. **CN**(0, **σ**<sup>2</sup>) represents the complex Gaussian distribution with zero mean and variance **σ**<sup>2</sup>. The probability of an event and the probability distribution function (PDF) of a random variable are denoted by Pr{·} and f{·}, respectively. **E**{·} denotes expectation. [·] and **C**{·, ·} are the floor function and the binomial coefficient, respectively. **Q**{·} and **Ei**{·} represent the Gaussian Q-function and the exponential integral function, respectively.

### II. System Model

In this section, we present the system model of OFDM-IM-CR, including single-PU/SU and multi-PU/SU scenarios.

**A. Single-PU/SU Scenario**

Fig. 1 depicts the system model of OFDM-IM-CR in the single-PU/SU scenario, where the ST is close to the PT, and all nodes operate in the half-duplex mode with a single transmit/receive antenna. Due to the broadband signal and rich scattering in the propagation environment, all channel links are assumed to experience frequency-selective Rayleigh fading, except the PT→ST link, which is modeled by frequency-selective Rician fading as the ST and PT are located close together.

The complete communication protocol comprises two phases. In the first phase, the PT transmits its information via OFDM-IM signals to the relay (R), which is also overheard by the ST. According to [16], the formation of the OFDM-IM
signal is the same as that of OFDM except that IM is included in the generation of the frequency-domain OFDM block. Specifically, for an OFDM-IM system with \( N \) subcarriers, the \( N \times 1 \) main OFDM block is created by stacking \( G \) subblocks, each of which is formed by performing IM within \( n = N/G \) subcarriers. Since the processes for all subblocks are the same and independent of each other, we focus only on a single subblock, say, the \( \beta \)-th one, where \( \beta \in \{1, \ldots, G\} \). The information bits to be transmitted in the \( \beta \)-th subblock are divided into two parts for further processing. The first part, consisting of \( p_1 = \left\lfloor \log_2(C(n, k)) \right\rfloor \) bits, is used to determine the positions of \( k \) active subcarriers within the \( \beta \)-th subblock, forming the active indices (i.e., the SAP)

\[
\mathcal{I}^{(\beta)} = \{i^{(\beta)}(1), \ldots, i^{(\beta)}(k)\},
\]

(1)

where \( i^{(\beta)}(\lambda) \in \{1, \ldots, n\} \) with \( \lambda = 1, \ldots, k \). In other words, \( \mathcal{I}^{(\beta)} \) has \( c = 2^p_1 \) possible realizations. The mapping between the \( p_1 \) bits and \( \mathcal{I}^{(\beta)} \) can be easily realized by either a look-up table or the combinatorial method [16]. The second part with \( p_2 = k\log_2(M) \) bits is mapped to the data symbol vector

\[
s_p^{(\beta)} = [s_p^{(\beta)}(1), \ldots, s_p^{(\beta)}(n-k)]^T,
\]

(2)

according to a normalized \( M \)-ary phase shift keying (PSK)/quadrature amplitude modulation (QAM) signal constellation \( \mathcal{X} \), where \( s_p^{(\beta)}(\lambda) \in \mathcal{X} \) is to be transmitted over the subcarrier with index \( i^{(\beta)}(\lambda) \). After obtaining \( \mathcal{I}^{(\beta)} \) and \( s_p^{(\beta)} \) for all \( \beta \), we have the \( N \times 1 \) main OFDM block for the PT as

\[
x_{pt} = [x_p(1), \ldots, x_p(N)]^T = \left( [x_p^{(1)}]^T, \ldots, [x_p^{(G)}]^T \right)^T,
\]

(3)

where \( x_p^{(\alpha)} = [x_p^{(\alpha)}(1), \ldots, x_p^{(\alpha)}(n)]^T \) is the \( \beta \)-th \( n \times 1 \) subblock with \( x_p^{(\alpha)}(\alpha) \in \{0, \ldots, N\} \). After this point, the remaining procedures, which mainly include the \( N \)-point inverse discrete Fourier transform (DFT), cyclic prefix (CP) appending, and parallel-to-serial conversion, are carried out in sequence and then the data is broadcasted to R and the ST.

At the ST, the received SNR is measured and spectrum sensing is performed to detect the SAP. At R, after discarding the CP and performing \( N \)-point DFT, the received signal for the \( \beta \)-th subblock in the frequency domain can be expressed as

\[
y_1^{(\beta)}(\alpha) = h_1^{(\beta)}(\alpha)x_p^{(\beta)}(\alpha) + w_1^{(\beta)}(\alpha), \quad \alpha = 1, \ldots, n,
\]

(4)

where \( h_1^{(\beta)}(\alpha) \) and \( w_1^{(\beta)}(\alpha) \), respectively, are the channel frequency response (CFR) of the PT→R link and the additive white Gaussian noise (AWGN) sample at R on the \( \alpha \)-th subcarrier of the \( \beta \)-th subblock. It is assumed that \( h_1^{(\beta)}(\alpha) \) and \( w_1^{(\beta)}(\alpha) \) follow the distributions \( \mathcal{CN}(0, \sigma_I^2) \) and \( \mathcal{CN}(0, N_0) \), respectively. We define the transmit SNR per subcarrier as

\[
\rho = \frac{P_R}{P_S\sigma_I^2 + N_0},
\]

(5)

where \( P_S = k/n \) is the transmit power per subcarrier of the PT, and \( P_R \) denotes the transmit power per subcarrier of the relay. Meanwhile, if the value of the received SNR at the ST of the first phase is above a predefined threshold, it is reasonable to assume that perfect spectrum sensing can be achieved and the ST correctly obtains the positions of the inactive subcarriers of the PU, i.e., \( \mathcal{I}^{(\beta)} = \{i^{(\beta)}(1), \ldots, i^{(\beta)}(n-k)\} = \{1, \ldots, n\} \setminus \mathcal{I}^{(\beta)} \), where \( \mathcal{I}^{(\beta)}(\eta) \in \{1, \ldots, n\} \) with \( \eta = 1, \ldots, n-k \). After that, the ST modulates its own information of \( P_3 = (n-k)\log_2(M) \) bits into the symbol vector

\[
s_3^{(\beta)} = [s_3^{(\beta)}(1), \ldots, s_3^{(\beta)}(n-k)]^T,
\]

(6)

where \( s_3^{(\beta)}(\eta) \in \mathcal{X} \) is to be transmitted over the subcarrier of index \( \mathcal{I}^{(\beta)}(\eta) \). Concatenating all \( G \) subblocks yields the \( N \times 1 \) main OFDM block for the ST, namely

\[
x_{st} = [x_s(1), \ldots, x_s(N)]^T = \left( [x_s^{(1)}]^T, \ldots, [x_s^{(G)}]^T \right)^T,
\]

(7)

and then \( x_{st} \) is broadcasted to the SR and PR, where \( x_s^{(\beta)} = [x_s^{(\beta)}(1), \ldots, x_s^{(\beta)}(n)]^T \) is the \( \beta \)-th \( n \times 1 \) subblock with \( x_s^{(\beta)}(\alpha) \in \{0, \ldots, N\} \), \( \alpha = 1, \ldots, n \). Note that the indices of non-zero elements in \( x_{st} \) are complementary to those in \( x_{pt} \).

The signals from R and the ST arrive at the PR simultaneously, such that the received signal for the \( \beta \)-th subblock in the frequency domain is given by

\[
y_2^{(\beta)}(\alpha) = Ah_2^{(\beta)}(\alpha)\hat{y}_1^{(\beta)}(\alpha) + g_2^{(\beta)}(\alpha)x_s^{(\beta)}(\alpha) + w_2^{(\beta)}(\alpha)
\]

\[
= Ah_2^{(\beta)}(\alpha)(\alpha)x_p^{(\beta)}(\alpha) + g_2^{(\beta)}(\alpha)x_s^{(\beta)}(\alpha) + Ah_2^{(\beta)}(\alpha)w_1^{(\beta)}(\alpha) + w_2^{(\beta)}(\alpha), \quad \alpha = 1, \ldots, n,
\]

(8)

where \( h_2^{(\beta)}(\alpha) \) and \( g_2^{(\beta)}(\alpha) \), respectively, are the CFRs of the R→PR and ST→PR links on the \( \alpha \)-th subcarrier of

---

1The ST stays in silent mode if the value of the received SNR of the first phase is below the threshold. In this case, the SU fails to access the spectrum of the PU, and the proposed OFDM-IM-CR reduces to OFDM-IM-AF.
the $\beta$-th subblock, following the distributions $CN(0, \sigma_2^2)$ and $CN(0, 0_2^2)$; $w_2^{(\beta)}(\alpha)$ is the AWGN sample at the PR on the $\alpha$-th subcarrier of the $\beta$-th subblock with the distribution $CN(0, N_0)$. After noise normalization, (8) can be rewritten as

$$
y_2^{(\beta)}(\alpha) = Ah_1^{(\beta)}(\alpha)h_2^{(\beta)}(\alpha)r_2^{(\beta)}(\alpha)x_p^{(\beta)}(\alpha) + g_2^{(\beta)}(\alpha)r_2^{(\beta)}(\alpha)x_s^{(\beta)}(\alpha) + w^{(\beta)}(\alpha), \tag{9}
$$

where $r_2^{(\beta)}(\alpha) = 1/\sqrt{1 + A^2|h_2^{(\beta)}(\alpha)|^2}$ and $w^{(\beta)}(\alpha)$ is a complex-valued Gaussian variable with zero mean and variance $N_0$.

Similar to (9), the received signal at the SR can be easily formulated, which is omitted here since we mainly study the impact of the secondary network on the primary one in this paper.

### B. Multi-PU/SU Scenario

In this subsection, we extend the single-PU/SU scenario to a multi-PU/SU scenario by resorting to the idea of OFDM access.

For the multi-PU/SU scenario, the total frequency band is partitioned into $N$ orthogonal subcarriers, and every $n = N/G$ adjacent subcarriers compose a subcarrier group, where $G$ is the number of subcarrier groups. In particular, each subcarrier group is then exclusively dedicated to serving one PU and one SU, and each PU and its corresponding SU constitute a basic unit of the network. As a result, $G$ PUs and $G$ SUs can be supported by the network. Since the $G$ units operate over orthogonal subcarrier groups, no co-channel interference occurs between any two units. Obviously, in each unit, the PU and the SU function the same as those in the single-PU/SU scenario, i.e., the PU relies on OFDM-IM-AF relaying for priority transmission and the SU exploits the spectrum holes of the primary network for opportunistic communications.

The signal model for the $g$-th unit is the same as that for the $g$-th subblock in the single-PU/SU scenario, where $g \in \{1, \ldots, G\}$. Therefore, the receiver design, performance analysis, and computer simulations for the multi-user scenario are straightforward, which are omitted in this paper to avoid redundancy.

**Remark 1:** The ML detector [16] and the energy detector [30] can be used for spectrum sensing (SAP detection) at the ST. The ML detector makes a joint decision on the SAP and the constellation symbols by searching all possible combinations of them. It is the optimal detector, and achieves a diversity order of two for the SAP detection. However, this detector necessitates the CSI of the PT→ST link at the ST, and leads to high computational complexity. The energy detector measures the received energy on each subcarrier, and then selects $k$ subcarriers having the largest energies as the active subcarriers. For the energy detector, the CSI is no longer required at the ST, and the computational complexity is much lower. The drawback is that it suffers from a loss of diversity gain and performs much worse than the ML detector.

**Remark 2:** Though not shown in this paper, practical spectrum sensing methods, such as the ML and energy detectors, are able to approach and even achieve the optimal overall performance that is obtained with perfect spectrum sensing over Rician fading channels. For this reason and for ease of performance analysis for perfect spectrum sensing, we assume perfect spectrum sensing instead of practical spectrum sensing at the ST in this paper.

### III. RECEIVER DESIGN

We observe that the primary network with the ST can be regarded as an uplink multi-user communication system. Multi-user or single-user detector can be employed at the PR, depending on the amount of CSI. In this section, provided that the PR has partial CSI of the secondary network as well as perfect CSI of its own network, we design two types of ML detectors for the PR, which utilize the estimated CSI and statistical channel information of the ST→PR link, respectively. They provide different trade-offs between the error performance, detection complexity, and requirement of CSI. Moreover, a complexity-reducing method applicable to both types is also proposed, and this method exhibits near optimal performance. Due to the encoding independence among different subblocks, the detection for all subblocks can be performed in parallel, and the superscript $(\beta)$ is omitted for brevity in the sequel. We define $h_1 = [h_1(1), \ldots, h_1(n)]^T$, $h_2 = [h_2(1), \ldots, h_2(n)]^T$, and $g_2 = [g_2(1), \ldots, g_2(n)]^T$.

#### A. ML Detector with Estimated CSI of $g_2$

In this subsection, assuming that perfect knowledge of the CSI of $h_1$ and $h_2$ is available at the PR, we deal with the detection problem of the PU in the presence of channel estimation errors of $g_2$.

From (9), the mismatched ML detector at the PR with channel estimation errors of $g_2$ makes a joint decision on $\hat{I}$, $\hat{s}_p$, and $\hat{s}_s$ by searching all possible combinations of them, namely

$$
(\hat{I}, \hat{s}_p, \hat{s}_s) = \arg\min_{I, s_p, s_s} \sum_{\alpha=1}^n |\hat{y}_2^{(\alpha)} - Ah_1^{(\alpha)}h_2^{(\alpha)}r^{(\alpha)}x_{p}^{(\alpha)} - \hat{g}_2^{(\alpha)}r^{(\alpha)}x_{s}^{(\alpha)}|^2, \tag{10}
$$

where $\hat{I} = \{\hat{i}(1), \ldots, \hat{i}(k)\}$, $\hat{s}_p = [\hat{s}_p(1), \ldots, \hat{s}_p(k)]^T$, and $\hat{s}_s = [\hat{s}_s(1), \ldots, \hat{s}_s(n-k)]^T$ are the estimates of $I$, $s_p$, and $s_s$, respectively. In (10), $\hat{g}_2$ is the vector of estimated channel coefficients, which is given by

$$
\hat{g}_2 = [\hat{g}_2(1), \ldots, \hat{g}_2(n)]^T = g_2 + g_c, \tag{11}
$$

where $g_c = [g_c(1), \ldots, g_c(n)]^T$ denotes the $n \times 1$ vector of channel estimation errors with the distribution $CN(0, 0_c^2 1_n)$, and it is independent of $g_2$. Hence, $\hat{g}_2$ follows the distribution $CN(0, (0_2^2 + 0_c^2)I_n)$.

$^2$Since OFDM-IM-CR is an underlay CR paradigm, the power of the PT is often larger than that of the ST. Moreover, the primary links are always included in the network, while the presence of the secondary network is opportunistic. Hence, the channel estimation of the primary network can be more reliable than that of the secondary network at the PR.
After careful observation, we find that the objective function in (10) can be further rewritten as

\[
\min_{I,s_p,s_t} \left( \sum_{\alpha \in I} |\hat{y}_2(\alpha) - Ah_1(\alpha)h_2(\alpha)r(\alpha)x_p(\alpha)|^2 + \sum_{\alpha \in I} |\hat{y}_2(\alpha) - \hat{g}_2(\alpha)r(\alpha)x_s(\alpha)|^2 \right)
\]

\[
= \min_{I} \left( \sum_{\alpha \in I} \min_{u(\alpha) \in X} |\hat{y}_2(\alpha) - Ah_1(\alpha)h_2(\alpha)r(\alpha)u(\alpha)|^2 + \sum_{\alpha \in I} \min_{v(\alpha) \in X} |\hat{y}_2(\alpha) - \hat{g}_2(\alpha)r(\alpha)v(\alpha)|^2 \right)
\]

\[
= \min_{I} \left( \sum_{\alpha \in I} D_1(\alpha) + \sum_{\alpha \in I} D_2(\alpha) \right), \quad (12)
\]

where

\[
D_1(\alpha) = |\hat{y}_2(\alpha) - Ah_1(\alpha)h_2(\alpha)r(\alpha)\hat{u}(\alpha)|^2,
\]

and

\[
D_2(\alpha) = |\hat{y}_2(\alpha) - \hat{g}_2(\alpha)r(\alpha)\hat{v}(\alpha)|^2,
\]

with

\[
\hat{u}(\alpha) = \arg \min_{u(\alpha) \in X} |\hat{y}_2(\alpha) - Ah_1(\alpha)h_2(\alpha)r(\alpha)u(\alpha)|^2, \quad (15)
\]

and

\[
\hat{v}(\alpha) = \arg \min_{v(\alpha) \in X} |\hat{y}_2(\alpha) - \hat{g}_2(\alpha)r(\alpha)v(\alpha)|^2. \quad (16)
\]

Therefore, we have

\[
\hat{I} = \arg \min_{I} \left( \sum_{\alpha \in I} D_1(\alpha) + \sum_{\alpha \in I} D_2(\alpha) \right), \quad (17)
\]

and

\[
\hat{s}_p(\lambda) = \hat{u}(\hat{i}(\lambda)), \quad \lambda = 1, \ldots, k. \quad (18)
\]

It is easy to observe from (12)-(18) that the overall computational complexity of the ML detector is of order \(\sim O(c + 2nM)\) per subblock in terms of complex multiplications.

B. ML Detector with Statistical Channel Information of \(g_2\)

In this subsection, we consider the scenario in which the PR has the perfect knowledge of \(h_1\) and \(h_2\), and statistical information about \(g_2\). According to (9), the PDF of \(\hat{y}_2(\alpha)\) is given by (19), shown at the top of the next page, where \(N'_0(\alpha) = N_0 + \phi_2^2(\alpha)^2\). Therefore, from (19), the ML detector can be formulated as

\[
(\hat{I}, \hat{s}_p) = \arg \min_{I,\hat{s}_p} \left( \frac{1}{N_0} \sum_{\alpha \in I} |\hat{y}_2(\alpha) - Ah_1(\alpha)h_2(\alpha)r(\alpha)x_p(\alpha)|^2 + \sum_{\alpha \in I} |\hat{y}_2(\alpha)|^2 + \ln N'_0(\alpha) \right)
\]

\[
= \arg \min_{I} \left( \sum_{\alpha \in I} D'_1(\alpha) + \sum_{\alpha \in I} D'_2(\alpha) \right), \quad (20)
\]

where \(D'_1(\alpha) = D_1(\alpha)/N_0\), \(D'_2(\alpha) = |\hat{y}_2(\alpha)|^2/N'_0(\alpha) + \ln N'_0(\alpha)\), and \(\hat{s}_p\) is given by (18). Obviously, the overall computational complexity of this detector is of order \(\sim O(c + nM)\) per subblock in terms of complex multiplications.

C. Low-Complexity Detectors

As shown in Sections III.A and III.B, the detection of \(I\) in both types of ML detectors is based on the exhaustive search over all possible realizations of \(I\), which is impractical for large values of \(c\). To this end, we develop a complexity-reducing method for SAP detection, which is applicable to both types and achieves near optimal performance. Without loss of generality, we take the first type as an illustrative example in this subsection.

First, let us take a deeper look at (17). The difference of two outputs of the objection function in (17) with the inputs of any two different SAPs, denoted by \(I\) and \(I'\), is given by

\[
\left[ \sum_{\alpha \in I} D_1(\alpha) + \sum_{\alpha \in I} D_2(\alpha) \right] - \left[ \sum_{\alpha \in I'} D_1(\alpha) + \sum_{\alpha \in I'} D_2(\alpha) \right]
\]

\[
= \sum_{\alpha \in I \setminus (I \cap I')} D_1(\alpha) - D_2(\alpha)
\]

\[
- \sum_{\alpha \in I' \setminus (I \cap I')} D_1(\alpha) - D_2(\alpha)
\]

\[
= \left[ \sum_{\alpha \in I \setminus (I \cap I')} D_1(\alpha) - D_2(\alpha) \right] - \left[ \sum_{\alpha \in I' \setminus (I \cap I')} D_1(\alpha) - D_2(\alpha) \right]. \quad (21)
\]

From (21), we conclude that (17) is equivalent to

\[
\hat{I} = \arg \min_{I} \sum_{\alpha \in I} D_1(\alpha) - D_2(\alpha). \quad (22)
\]

Based on (22), we propose a low-complexity near-ML detector, which simply selects \(k\) indices out of \(n\) that have minimum values of \(D_1(\alpha) - D_2(\alpha)\) as \(\hat{I}\), and obtains the estimate of \(s_p\) from (18). Although an illegal \(\hat{I}\) may be attained by this simplified near-ML detector due to the presence of
\[ f(\bar{y}_2(\alpha)) = \begin{cases} \frac{1}{\sqrt{N_0}} \exp \left( -\frac{1}{N_0} |\bar{y}_2(\alpha) - Ah_1(\alpha)h_2(\alpha)\gamma_\alpha|^2 \right), & \text{for } \alpha \in \mathcal{I} \\ \frac{1}{\sqrt{N_0(\alpha)}} \exp \left( -\frac{1}{N_0(\alpha)} |\bar{y}_2(\alpha)|^2 \right), & \text{for } \alpha \in \mathcal{I}' \end{cases} \]

where \( P_f \) refers to the error probability of the SAP detection; \( \zeta = 1 \) for \( n = 2 \), while \( \zeta = 1/2 \) for \( n > 2 \); \( P_{sb} \) denotes the BEP of \( M \)-ary PSK/QAM demodulation in dual-hop AF relaying over Rayleigh fading channels. In (26), the approximation results from the first term on the right-hand side, which describes the BEP for the case where the SAP is detected erroneously. In this case, errors occur in both the IM bits and the constellation bits. For the IM bits, when \((n, k) = (2, 1)\), there are only two possible SAPs \( (p_1 = 1) \) such that we have \( \zeta = 1 \), namely the IM bit is certainly wrong; when \( n > 2 \), since the mapping between the IM bits and SAPs does not provide Gray codes, half of the IM bits can be approximated incorrectly [31]. For the constellation bits, since the BEP is dominated by that of \( M \)-ary symbols whose associated subcarriers are incorrectly estimated as inactive, and the detector tries to recover those \( M \)-ary symbols from pure noise, the BEP can thereby be approximated as \( 1/2 \). The calculation of \( P_f \) and \( P_{sb} \) will be addressed in the next two subsections, respectively.

A. Calculation of \( P_f \)

Let us first consider the conditional pairwise error probability (PEP), i.e., \( \Pr(x_p \rightarrow \hat{x}_p, x_s \rightarrow \hat{x}_s | h_1, h_2, g_2) \), which represents the probability of the event that the transmitted \( x_p \) and \( x_s \) are erroneously detected as \( \hat{x}_p \) and \( \hat{x}_s \), respectively, conditioned on \( h_1, h_2, \) and \( g_2 \). From (10), we have

\[
\Pr(x_p \rightarrow \hat{x}_p, x_s \rightarrow \hat{x}_s | h_1, h_2, g_2) = \Pr \left( \sum_{\alpha=1}^{n} |\bar{y}_2(\alpha) - Ah_1(\alpha)h_2(\alpha)\gamma_\alpha|^2 \right)^2 > \sum_{\alpha=1}^{n} |\bar{y}_2(\alpha) - Ah_1(\alpha)h_2(\alpha)\gamma_\alpha|^2 \right) \]

\[
= \Pr \left( \sum_{\alpha=1}^{n} |x(\alpha)|^2 - 2\Re \{\bar{y}_2(\alpha)x(\alpha)\} \right) > \sum_{\alpha=1}^{n} |\hat{x}(\alpha)|^2 - 2\Re \{\bar{y}_2(\alpha)\hat{x}(\alpha)\}, \quad (27)
\]

where

\[ x(\alpha) = Ah_1(\alpha)h_2(\alpha)\gamma_\alpha x_p(\alpha) + \bar{g}_2(\alpha)x_s(\alpha) \]

and

\[ \hat{x}(\alpha) = Ah_1(\alpha)h_2(\alpha)\gamma_\alpha \hat{x}_p(\alpha) + \bar{g}_2(\alpha)\hat{x}_s(\alpha). \]

IV. ERROR PERFORMANCE ANALYSIS

In this section, we derive an upper bound on the BER of the PU that utilizes the joint ML detector designed in (10) by taking into account the channel estimation errors of \( g_2 \).

Obviously, the bit errors of the PU can be classified into two cases: (i) an incorrect estimate of the SAP, and (ii) a correct estimate of the SAP. Therefore, the bit error probability (BEP) of the PU can be written in the form of

\[ P_u \approx P_f \frac{\zeta p_1 + \frac{1}{2} p_2}{p_1 + p_2} + (1 - P_f) \frac{p_2 P_{sb}}{p_1 + p_2}, \quad (26) \]
With (11), (9) can be rewritten as
\[
\hat{y}_2 (\alpha) = A h_1 (\alpha) h_2 (\alpha)r(\alpha)x_p (\alpha) + \hat{y}_2 (\alpha)r(\alpha)x_s (\alpha) \\
- g_c (\alpha)r(\alpha)x_s (\alpha) + w (\alpha) \\
= x (\alpha) + \tilde{w} (\alpha),
\]
where
\[
\tilde{w} (\alpha) = - g_c (\alpha)r(\alpha)x_s (\alpha) + w (\alpha). \tag{30}
\]
Substituting (30) into (27) yields (32), which is shown at the top of the next page. We can obtain the unconditional PEP from (32) by averaging it over \( h_1, h_2, \) and \( \hat{g}_2. \) Unfortunately, it does not seem possible to derive a closed-form expression due to the presence of channel estimation errors. Hence, we will resort to numerical evaluation in Section V to investigate it. However, without channel estimation errors (i.e., \( \phi^2 = 0 \)), the unconditional PEP can be derived in closed form as follows.

With \( \phi^2 = 0 \), we have
\[
\Pr (x_p \rightarrow \hat{x}_p, x_s \rightarrow \hat{x}_s | h_1, h_2, g_2) = Q \left( \sqrt{\frac{1}{2N_0} \sum_{\alpha=1}^{\alpha=n} T (\alpha)} \right), \tag{33}
\]
where
\[
T (\alpha) = \frac{|A h_1 (\alpha) h_2 (\alpha)\Delta x_p (\alpha) + g_2 (\alpha)\Delta x_s (\alpha)|^2}{1 + A^2|h_2 (\alpha)|^2} \tag{34}
\]
with \( \Delta x_p (\alpha) = x_p (\alpha) - \hat{x}_p (\alpha) \) and \( \Delta x_s (\alpha) = x_s (\alpha) - \hat{x}_s (\alpha). \) According to the following approximation of the \( Q \)-function:
\[
Q (x) \approx \frac{1}{12} \exp \left( - \frac{x^2}{2} \right) + \frac{1}{4} \exp \left( - \frac{2x^2}{3} \right), \tag{35}
\]
(32) can be simplified as
\[
\Pr (x_p \rightarrow \hat{x}_p, x_s \rightarrow \hat{x}_s | h_1, h_2, g_2) \approx \frac{1}{12} \prod_{\alpha=1}^{n} \exp (-q_1 T (\alpha)) + \frac{1}{4} \prod_{\alpha=1}^{n} \exp (-q_2 T (\alpha)), \tag{36}
\]
where \( q_1 = 1/(4N_0) \) and \( q_2 = 1/(3N_0). \) Thus, the unconditional PEP can be approximated as
\[
\Pr (x_p \rightarrow \hat{x}_p, x_s \rightarrow \hat{x}_s) \approx \frac{1}{12} \prod_{\alpha=1}^{n} E_{h_1, h_2, g_2} \{ \exp (-q_1 T (\alpha)) \} \\
+ \frac{1}{4} \prod_{\alpha=1}^{n} E_{h_1, h_2, g_2} \{ \exp (-q_2 T (\alpha)) \}. \tag{37}
\]
For the calculation of \( E_{h_1, h_2, g_2} \{ \exp (-q_i T (\alpha)) \}, i = 1, 2, \) we can consider four different scenarios, as described below.

- When \( \Delta x_p (\alpha) = 0 \) and \( \Delta x_s (\alpha) = 0, \) we have \( T (\alpha) = 0 \) and \( E_{h_1, h_2, g_2} \{ \exp (-q_i T (\alpha)) \} = 1. \)
- When \( \Delta x_p (\alpha) = 0 \) and \( \Delta x_s (\alpha) \neq 0, \) the unconditional PEP becomes
\[
T (\alpha) = \frac{|g_2 (\alpha)|^2|\Delta x_s (\alpha)|^2}{1 + A^2|h_2 (\alpha)|^2}. \tag{38}
\]
Considering that \( |g_2 (\alpha)|^2 \) and \( |h_2 (\alpha)|^2 \) are mutually independent and exponentially distributed random variables with means equal to \( \phi^2 \) and \( \sigma^2 \), respectively, we arrive at
\[
E_{h_1, h_2, g_2} \{ \exp (-q \gamma T (\alpha)) \}
= E_{h_2} \left\{ E_{g_2|h_2} \{ \exp (-q \gamma T (\alpha)) \} \right\}
= E_{h_2} \left\{ \frac{1 + A^2|h_2 (\alpha)|^2}{1 + A^2|h_2 (\alpha)|^2 + q \phi^2 \sigma^2 |\Delta x_s (\alpha)|^2} \right\}
= \frac{1}{\sigma^2} \exp \left( \frac{\gamma}{\sigma^2} \right) E \left[ -\gamma/\sigma^2 \right] \left[ 1 + A^2 \right] + 1, \tag{39}
\]
where
\[
\gamma = \frac{1 + q \phi^2 \sigma^2 |\Delta x_s (\alpha)|^2}{A^2}. \tag{40}
\]
- When \( \Delta x_p (\alpha) \neq 0 \) and \( \Delta x_s (\alpha) = 0, \) the unconditional PEP becomes
\[
T (\alpha) = \frac{|A h_1 (\alpha) h_2 (\alpha)|^2 |\Delta x_s (\alpha)|^2}{1 + A^2|h_2 (\alpha)|^2}. \tag{41}
\]
After some mathematical manipulations, we have
\[
E_{h_1, h_2, g_2} \{ \exp (-q \gamma T (\alpha)) \}
= E_{h_2} \left\{ E_{h_1|h_2} \{ \exp (-q \gamma T (\alpha)) \} \right\}
= \exp \left( \frac{\gamma}{\sigma^2} \right) E \left[ -\gamma/\sigma^2 \right] \left[ A^2 \gamma - 1 \right] + A^2 \sigma^2^2 \tag{42}
\]
where
\[
\gamma = \frac{1}{A^2 \left[ 1 + q \sigma^2^2 |\Delta x_s (\alpha)|^2 \right]}. \tag{43}
\]
- When \( \Delta x_p (\alpha) \neq 0 \) and \( \Delta x_s (\alpha) \neq 0, \) since \( h_1 (\alpha), h_2 (\alpha), \) and \( g_2 (\alpha) \) are independent of each other, we have
\[
E_{h_1, h_2, g_2} \{ \exp (-q \gamma T (\alpha)) \}
= E_{h_2} \left\{ E_{h_1|h_2} \left\{ E_{g_2|h_1, h_2} \{ \exp (-q \gamma T (\alpha)) \} \right\} \right\}. \tag{44}
\]
Given \( h_1 (\alpha) \) and \( h_2 (\alpha), \) we observe that \( |A h_1 (\alpha) h_2 (\alpha)|^2 |\Delta x_s (\alpha)|^2 \) is a noncentral chi-square random variable, whose moment generating function (MGF) is given by [32]
\[
\mathcal{M} (t) = \frac{1}{1 - t \phi^2 \sigma^2 |\Delta x_s (\alpha)|^2} \times \exp \left( \frac{t |A h_1 (\alpha) h_2 (\alpha)|^2 |\Delta x_s (\alpha)|^2}{1 - t \phi^2 \sigma^2 |\Delta x_s (\alpha)|^2} \right). \tag{45}
\]
Pr (\(x_p \rightarrow \hat{x}_p, x_s \rightarrow \hat{x}_s | h_1, h_2, \hat{g}_2\))

\[
= Pr \left( - \sum_{\alpha=1}^{n} |x(\alpha) - \hat{x}(\alpha)|^2 + 2R \{ \bar{w}^* (\alpha) (x(\alpha) - \hat{x}(\alpha)) \} > 0 \right) \\
= Q \left( \frac{n}{\sqrt{2}} \sqrt{\sum_{\alpha=1}^{n} |x(\alpha) - \hat{x}(\alpha)|^2} \right). 
\]

Hence, we obtain

\[
E_{g_2|h_1,h_2} \{\exp (-q,T(\alpha))\} \\
= \frac{1 + A^2|h_2(\alpha)|^2 + q_i \phi_i^2 |\Delta x_\alpha(\alpha)|^2}{1 + A^2|h_2(\alpha)|^2 + q_i \phi_i^2 |\Delta x_\alpha(\alpha)|^2} \exp \left( -\frac{q_i A^2|h_2(\alpha)|^2 |\Delta x_\alpha(\alpha)|^2 |h_1(\alpha)|^2}{1 + A^2|h_2(\alpha)|^2 + q_i \phi_i^2 |\Delta x_\alpha(\alpha)|^2} \right). 
\]

Since the MGF of \(|h_1(\alpha)|^2\) is

\[
\mathcal{M} (t) = \frac{1}{1 - it \sigma_i^2},
\]

using the MGF approach again yields (48), which is shown at the top of the next page. Finally, by averaging (48) over \(|h_2(\alpha)|^2\), whose PDF is given by

\[
f (x) = \frac{1}{\sigma_2} \exp \left( -\frac{x}{\sigma_2^2} \right),
\]

we are led to [33, Eqs. (3.352-4, 3.353-5)]

\[
E_{h_1,h_2,g_2} \{\exp (-q,T(\alpha))\} \\
= \frac{\exp (\gamma/\sigma_2^2) \text{Ei} (\gamma/\sigma_2^2)}{A^2 \sigma_2^2 \left( 1 + q_i \sigma_i^2 |\Delta x_\alpha(\alpha)|^2 \right)} (A^2 \gamma - 1) + A^2 \sigma_2^2, 
\]

where

\[
\gamma = \frac{1 + q_i \phi_i^2 |\Delta x_\alpha(\alpha)|^2}{A^2 \left( 1 + q_i \sigma_i^2 |\Delta x_\alpha(\alpha)|^2 \right)}.
\]

To sum up, \(E_{h_1,h_2,g_2} \{\exp (-q,T(\alpha))\}\) can be expressed as (52), shown at the top of the next page, where \(\gamma\) is given by (51). By substituting (52) into (37), the closed-form unconditional PEP can be obtained. Having Pr \((x_p \rightarrow x_p, x_s \rightarrow x_s)\), according to the well-known union bounding technique, \(P_T\) can be upper bounded by

\[
P_T \leq \frac{1}{2^{P_1+P_2+P_3}} \sum_{x_p, x_s} \sum_{x_p, x_s} \Pr (x_p \rightarrow x_p, x_s \rightarrow x_s). 
\]

B. Calculation of \(P_{sb}\)

Provided that the SAP is detected correctly, the instantaneous end-to-end SNR per subcarrier for the PU can be written as

\[
\rho_u = \frac{|h_1|^2 |h_2|^2}{N_0} = \rho_1 \rho_2 + Z
\]

where \(\rho_1 = |h_1|^2 / N_0, \rho_2 = |h_2|^2 / N_0,\) and \(Z = 1 / A^2 N_0\). The MGF of \(\rho_u\) is derived in [29] as

\[
\mathcal{M}_{\rho_u} (t) = \frac{1}{1 - t \rho_1} + \frac{Z \rho_1 t}{\rho_2 (1 - t \rho_1)} \text{Ei} \left( -\frac{Z}{\rho_2 (1 - t \rho_1)} \right)
\]

where \(\rho_1 = \rho m_1/k\) and \(\rho_2 = \rho m_2/k\) denote the means of \(\rho_1\) and \(\rho_2\), respectively. On the other hand, the conditional BEP of \(M\)-ary modulation can be expressed as [34]

\[
P_{sb|\rho_u} \approx \frac{1}{\text{log}_2 (M) \cdot 2} \sum_{m=1}^{\text{log}_2 (\sqrt{M})} P_{sb|\rho_u} (m)
\]

for PSK signaling and

\[
P_{sb|\rho_u} (m) = \frac{2}{\sqrt{M}} \sum_{i=0}^{(1 - 2^{-m}) \sqrt{M} - 1} \left\{ (-1)^{i \cdot 2^{-m}} \right\} Q \left( 2i + 1, \sqrt{3 \rho_u} / \sqrt{M - 1} \right)
\]

for square QAM signaling. According to the approximation of the Q-function in (35) and the MGF approach, for \(M\)-ary PSK signaling, \(P_{sb}\) can be derived as

\[
P_{sb} \approx \frac{2}{\text{max} (\text{log}_2 (M), 2)} \sum_{m=1}^{\text{max} (M/4, 1)} \left\{ \frac{1}{12} \mathcal{M}_{\rho_u} \left( -\sin^2 \left( \frac{(2i - 1) \pi}{M} \right) \right) \right. \\
\left. + \frac{1}{4} \mathcal{M}_{\rho_u} \left( -\frac{4}{3} \sin^2 \left( \frac{(2i - 1) \pi}{M} \right) \right) \right\}
\]

where

\[
\mathcal{M}_{\rho_u} (z) \approx \frac{1}{1 - it \sigma_u^2} \exp \left( \frac{-z \rho_u}{1 - it \sigma_u^2} \right)
\]
OFDM, and the ST acts as an AF relay for the PU by CR, is taken as a benchmark for comparison. The OFDM-IM-AF involvement of the SU on the PU, the OFDM-IM-AF of transmitted bits from the PT. To examine the impact of for the proposed OFDM-IM-CR scheme in the single-PU/SU 2\) is expressed as 

\[
P_{ab} = \frac{1}{\log_2(\sqrt{M})} \sum_{m=1}^{\log_2(\sqrt{M})} P_{ab}(m) \tag{60}
\]

with 

\[
P_{ab|\rho_a}(m) = \frac{2}{\sqrt{M}} \sum_{i=0}^{(1-2^{-m})\sqrt{M}-1} \left\{ (-1)^{\lfloor \frac{2^m-1}{\sqrt{M}} \rfloor} \right. \
\times \left. \left[ 2^{m-1} - \left( \frac{i \cdot 2^{m-1}}{\sqrt{M}} + \frac{1}{2} \right) \right] \
\times \left[ \frac{1}{12} \mathcal{M}_{\rho_a} \left( -\frac{3(2i+1)^2}{2(M-1)} \right) \
+ \frac{1}{4} \mathcal{M}_{\rho_a} \left( -\frac{2(2i+1)^2}{2(M-1)} \right) \right] \right\} \tag{61}
\]

Finally, substituting (53) and (59) (or (60)) into (26) yields the upper bound on the BER of the PU.

**Remark 3:** Similar to OFDM-IM, in OFDM-IM-CR with \(\phi_2^2 = 0\), the IM bits have higher protection due to second order diversity, while the ordinary modulation bits have only one-diversity-order protection [22]. At high SNR, \(P_T\) is very small compared with \(P_{ab}\). Therefore, the BER of OFDM-IM-CR in (26) can be asymptotically approximated by

\[
P_a \approx \frac{p_2 P_{ab}}{p_1 + p_2} \quad \rho \to \infty. \tag{62}
\]

**V. SIMULATION RESULTS**

In this section, we perform Monte Carlo simulations to evaluate the uncoded BER performance of the PU at the PR for the proposed OFDM-IM-CR scheme in the single-PU/SU scenario, where the BER of the PU is defined as the ratio of the number of bits in error at PR to the total number of transmitted bits from the PT. To examine the impact of the involvement of the SU on the PU, the OFDM-IM-AF scheme with the optimal ML detection, which is directly derived by removing the secondary network from OFDM-IM-CR, is taken as a benchmark for comparison. The OFDM-CR scheme that is inspired from [35] is also chosen as a reference. In OFDM-CR, the PT and ST employ classical OFDM, and the ST acts as an AF relay for the PU by superimposing the primary and secondary signals with power allocation factors \(\xi\) and \(1 - \xi\), respectively. The PT→ST link is set to follow frequency-selective Rician fading with the Rician factor \(K = 5\), which corresponds to the scenario where the PT and ST are located close together. In all simulations, BER curves are plotted versus \(\rho\), \(P_S = P_R\), and each BER point is obtained by averaging over at least ten times 1/BER samples for sufficient convergence. It is assumed that perfect time-frequency synchronisation is achieved and the CSI of the PT→R and R→PR links is perfectly known at the PR. For brevity, we refer to the first type of near-ML/ML-I detector as “near-ML/ML-I”, and the second type as “near-ML/ML-II” for OFDM-IM-CR.

Fig. 2 presents the comparison results among OFDM-IM-AF, OFDM-CR, and OFDM-IM-CR with \(n = 2, k = 1, \sigma_1^2 = \sigma_2^2 = \phi_2^2 = 1, \phi_1^2 = 0\), and binary PSK (BPSK), where OFDM-IM-CR employs ML-I detection, and \(\xi = 0.5/0.75/0.95\) for OFDM-CR. Interestingly, since the involvement of the SU is able to enhance the reliability of SAP detection, it can be seen from Fig. 2 that OFDM-IM-CR outperforms OFDM-IM-AF in the low-to-medium SNR region, while they almost obtain the same BER performance in the high SNR.
Fig. 3. Performance comparison between OFDM-IM-AF and OFDM-IM-CR with $n = 4$, $k = 1$, $\sigma_1^2 = \sigma_2^2 = \phi_e^2 = 1$, $\phi_e^0 = 0$, and BPSK/4-QAM.

Fig. 4. Performance comparison between OFDM-IM-AF and OFDM-IM-CR with $n = 8$, $k = 4/7$, $\sigma_1^2 = \sigma_2^2 = \phi_e^2 = 1$, $\phi_e^0 = 0$, and 16-QAM.

region. For OFDM-CR, when $\xi$ tends to be larger, which means that the ST allocates more power to the primary signal, the BER performance of the PU improves. Note that, with increasing $\xi$, the performance of the SU is expected to be worse. Hence, choosing a proper value of $\xi$ that satisfies the quality of service requirement of the SU as well as improves the performance of the PU is a key issue in OFDM-CR. However, OFDM-IM-CR dispenses with power allocation, and it performs better than OFDM-CR in the SNR range of interest for $\xi = 0.5/0.75/0.95$.

Fig. 3 presents the comparison results between OFDM-IM-AF and OFDM-IM-CR with $n = 4$, $k = 1$, $\sigma_1^2 = \sigma_2^2 = \phi_e^2 = 1$, $\phi_e^0 = 0$, and BPSK/4-QAM, where OFDM-IM-CR employs near-ML/ML-I detection. To verify the analysis given in Section IV, the BER upper bounds are also provided in Fig. 3 for OFDM-IM-CR. As seen from Fig. 3, for both BPSK and 4-QAM, the upper bounds agree with their computer simulation counterparts very well in the medium-to-high SNR region. The BER curves for the low-complexity near-ML-I detector almost overlap those for the optimal ML-I detector in the entire SNR region. Similar to the observations in Fig. 2, OFDM-IM-CR outperforms OFDM-IM-AF in the low-to-medium SNR region due to the higher reliability of SAP detection. Moreover, the gap between OFDM-IM-CR and OFDM-IM-AF for BPSK is larger than that for 4-QAM. This is because with higher modulation orders, OFDM-IM-CR has a greater error probability of SAP detection, while OFDM-IM-AF almost keeps the same SAP detection performance [30]. In addition, for both OFDM-IM-AF and OFDM-IM-CR, an SNR loss of about 4 dB is observed from BPSK to 4-QAM, at a BER value of $10^{-3}$.

Fig. 4 shows the comparison results when $n$ and $M$ increase to 8 and 16, respectively. The asymptotic expression in (62) is also given in Fig. 4 for OFDM-IM-CR. As seen from Fig. 4, (62) predicts the asymptotic behavior of OFDM-IM-CR accurately. For both OFDM-IM-CR and OFDM-IM-AF, increasing $k$ from 4 to 7 results in worse asymptotic performance, which can be accounted for by the larger proportion of the constellation bits. Moreover, OFDM-IM-CR performs better than OFDM-IM-AF throughout the considered SNR region for both $k = 4$ and $k = 7$.

Fig. 5 shows the BER performance of the ML-I and near-ML/ML-II detectors for OFDM-IM-CR, where $n = 2, k = 1$, $\phi_e^2 = 0/0.02/0.03$, and 4-QAM. As seen from Fig. 5, for the ML-I detector, the channel estimation errors degrade the performance greatly and result in error floors at high SNR. Due to the channel estimation errors and the nature of the union bound in (53), the BER upper bound for $\phi_e^2 = 0.02/0.03$ is lower than that for $\phi_e^2 = 0$. The low-complexity near-ML-II detector performs the same as the optimal ML-II detector in the entire SNR region. When $\phi_e^2 = 0$, the near-ML/ML-II detector performs worse than the ML-I detector for all considered SNR values. Interestingly, in the presence of channel estimation errors, although the ML-I detector is still superior to the ML-II detector at low SNR, the situation is reversed in the high SNR region. Moreover, the intersection lies at a smaller SNR value for a larger value of $\phi_e^2$.

Fig. 6 shows the BER curves of the ML-I and ML-II detectors for OFDM-IM-CR with $n = 4$, $k = 1/2/3$, $\phi_e^2 = 0.03$, and BPSK. As seen from Fig. 6, increasing $k$ results in worse performance for the ML-II detector in the overall SNR region since the value of $p_2/(p_1 + p_2)$ becomes large.
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VI. CONCLUSIONS AND REMARKS

In this paper, we have proposed OFDM-IM-CR for spectrum sharing, in which the PU adopts AF aided OFDM-IM for transmission, while the SU modulates its information on those inactive subcarriers of the PU. Two types of ML detectors have been designed for the PU, which are assisted by the estimated CSI and the statistical channel information of the secondary network, respectively. A complexity-reducing method has been proposed for both detectors, resulting in two types of low-complexity near-ML detectors. BER analysis has been provided assuming the first type of ML detection. In addition to the improvement of spectral efficiency, computer simulations have shown that the performance of the PU can be enhanced with the involvement of the SU. OFDM-IM-CR provides significant opportunities in, but not limited to, wireless sensor networks [36], wireless local area networks [37], and television networks [38] for spectrum sharing.

We remark that OFDM-IM-CR can be extended to the multi-antenna scenario in which all nodes are equipped with multiple antennas. More specifically, similar to multiple-input multiple-output (MIMO-)OFDM-IM [39], [40], the OFDM-IM principle is carried out simultaneously in each antenna of the PT. However, different from MIMO-OFDM-IM, multi-antenna OFDM-IM-CR assigns the same IM bit stream to all antennas of the PT per transmission. At the ST, after obtaining the indices of inactive subcarriers, each antenna simultaneously transmits constellation symbols over those inactive subcarriers. As a final comment, note that we have excluded the detrimental impacts of high peak-to-average power ratio, imperfect channel estimation of $h_1$ and $h_2$, and imperfect time-frequency synchronization in order to focus on the potential of OFDM-IM in the exploration of the inherently inactive subcarriers for spectrum sharing. However, these are issues of interest for future study.
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