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Abstract: This study presents a multiuser (MU) multiple-input multiple-output (MIMO) downlink transmission scheme based on the quadrature spatial modulation (QSM) concept, which uses the indices of the non-zero entries in its transmission vector to modulate and transmit an independent sequence of bits for each user in the system. The MU interference is removed by using a matrix precoding technique based on channel state information (CSI) known as block diagonalisation (BD). The performance of the proposed scheme is compared with the conventional MU–MIMO–BD system for uncorrelated Rayleigh fading channels and correlated fading channels with imperfect CSI in the reception. Additionally, a low-complexity near maximum likelihood (ML) detection algorithm for the MU–MIMO–QSM signal’s detection is proposed. For the considered cases, the proposed MU–MIMO–QSM scheme exhibits gains up to 1 dB in bit error rate performance and a reduction in detection complexity up to 93% as compared to the conventional MU–MIMO–BD scheme for the optimal ML detection. The proposed algorithm performs very near to the optimal ML detector whilst achieving a complexity reduction of up to 58%.

1 Introduction

Recently, multiple-input multiple-output (MIMO) and massive MIMO [1] have been recognised as key technologies for the implementation of future wireless communication networks [2]. In a conventional MIMO system, the spatial dimension is used for diversity and/or multiplexing purposes. Nevertheless, recent research has shown the advantages of using the spatial dimension to modulate the transmitted signal [3, 4]. In spatial modulation (SM), the array of transmitting (Tx) antennas is considered as a spatial constellation, where each Tx antenna represents a point in this constellation. Ideally, from each Tx antenna to each receive (Rx) antenna, there exists a different channel that identifies this path. Therefore, by assuming that the wireless channel changes slowly and that the channel state information (CSI) is known, the receiver can determine which Tx antenna has been activated at any given time [5]. In this way, additional information to the transmitted quadrature amplitude modulation (QAM) symbol is transmitted by the active Tx antenna. In particular, quadrature SM (QSM) is an SM-based technique that has the advantage of doubling the number of bits that can be transmitted in the spatial constellation. QSM takes advantage of Tx independently the in-phase and quadrature components of a QAM signal, which results in an improved spectral efficiency (SE) compared to the basic SM scheme [6]. A couple of improvements to this transmission scheme have been proposed in [7, 8]. These previous research findings have motivated novel investigations to study the performance of SM/QSM transmission schemes on multiuser (MU)–MIMO scenarios. In [9], a generalised SM (GSM) MU–MIMO scheme was proposed for the uplink channel and it is shown that the MU–MIMO–GSM scheme outperforms MU–MIMO–SM and conventional MU–MIMO systems. In [10], a precoding matrix is used to transmit an MU–SM signal in the downlink transmission. In this case, the total number of Tx antennas is divided into $N_t$ blocks, which are independently modulated for each user by using only one Rx antenna per user. It is shown that the precoding matrix is an effective way to avoid MU interference.

A block diagonalisation (BD)-based MU–MIMO transmission system [11] that uses SM to transmit additional broadcast information over the conventional MU–MIMO scheme was proposed in [12]. Results show that a number of broadcast transmission bits can be added to the conventional MU–MIMO scheme without performance impairment, at the cost of a slightly increased complexity. In [13], an MU–MIMO scheme that uses space shift keying (SSK) and orthogonal Walsh codes to transmit an MU–MIMO downlink signal is studied. The proposed MU–SSK scheme has reduced detection complexity. However, the throughput is affected by the expansion codes. In [14, 15], the concept of SM at the receiver side is proposed for MU–MIMO systems implementation. In [16], a design criterion of the channel control parameter is provided to reduce the high correlation among different channel coefficients in the hybrid massive MIMO system. In addition, the optimum analogue beamforming vectors are designed with the goal of maximising the signal to leakage and noise ratio in the MU scenario. In [17], a QSM-based non-orthogonal multiple access (NOMA) for MU scenarios was proposed. The main idea of NOMA–QSM is to superimpose several constellation symbols to be transmitted simultaneously via some selected antenna indexes by distinguishing the power domain. As a result, antenna indexes and constellation symbols are perceived at each receiver, improving the SE of the system.

Against this background, in this study, a novel MU–MIMO–QSM downlink transmission scheme for MIMO channels is proposed. The proposed scheme uses the QSM concept to generate an independent transmission vector for each user in the system. Next, a precoding matrix is used in order to cancel the MU interference. All generated signals are combined and transmitted through a wireless channel using the complete Tx antenna array. Additionally, a low-complexity near maximum likelihood (ML) algorithm for the detection of MU–MIMO–QSM signals has been proposed. The contribution of the study is three-fold:

(a) A system which combines BD with QSM techniques to transmit in a MU–MIMO downlink scenario is proposed for two study cases over three different channel conditions.
A novel near-ML detection algorithm for the MU–MIMO–QSM scheme is proposed. In Section 3, a novel near-ML low complexity algorithm for the MU–MIMO–QSM scheme is introduced. In Section 4, the results of computer simulations and complexity analysis are offered. Also, the applicability of the proposed system for a reduced number of Tx/Rx antennas is shown. In Section 5, we conclude the work.

The proposed scheme is compared with the conventional MU–MIMO–BD system [18] in terms of bit error rate (BER) performance and detection complexity considering the same SE and the same number of Tx and Rx antennas for three different channel scenarios. Results show that the proposed scheme has a BER performance gain of 1 dB and a lower detection complexity up to 93% compared to the conventional MU–MIMO–BD transmission scheme. The proposed low-complexity algorithm performs very near to the optimal ML detector whilst achieving a complexity reduction of up to 58%.

The remainder of this work is organised as follows. In Section 2, the general system model of the MU–MIMO–QSM scheme and a transmission example are introduced. In Section 3, a novel near ML low complexity algorithm for the MU–MIMO–QSM signal's detection is proposed. In Section 4, the results of computer simulations and complexity analysis are offered. Also, the applicability of the proposed system for a reduced number of Tx/Rx antennas is shown. In Section 5, we conclude the work.

Table 1 Example of QSM mapping rule with $L = 2$

<table>
<thead>
<tr>
<th>Input $a$</th>
<th>QAM symbol $s$</th>
<th>Position $(l_m, l_n)$</th>
<th>Output vector $x^{(k)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>$1 + j$</td>
<td>(1, 1)</td>
<td>$1 + j, 0$</td>
</tr>
<tr>
<td>0001</td>
<td>$1 + j$</td>
<td>(1, 2)</td>
<td>$1, + j$</td>
</tr>
<tr>
<td>0010</td>
<td>$1 + j$</td>
<td>(2, 1)</td>
<td>$j, + 1$</td>
</tr>
<tr>
<td>0011</td>
<td>$1 + j$</td>
<td>(2, 2)</td>
<td>$0, 1 + j$</td>
</tr>
<tr>
<td>0100</td>
<td>$-1 + j$</td>
<td>(1, 1)</td>
<td>$-1, -j, 0$</td>
</tr>
<tr>
<td>0101</td>
<td>$-1 + j$</td>
<td>(1, 2)</td>
<td>$-1, + j$</td>
</tr>
<tr>
<td>0110</td>
<td>$-1 + j$</td>
<td>(2, 1)</td>
<td>$j, -1$</td>
</tr>
<tr>
<td>0111</td>
<td>$-1 + j$</td>
<td>(2, 2)</td>
<td>$0, -1 + j$</td>
</tr>
<tr>
<td>1000</td>
<td>$-1 - j$</td>
<td>(1, 1)</td>
<td>$-1, -j, 0$</td>
</tr>
<tr>
<td>1001</td>
<td>$-1 - j$</td>
<td>(1, 2)</td>
<td>$-1, -j$</td>
</tr>
<tr>
<td>1010</td>
<td>$-1 - j$</td>
<td>(2, 1)</td>
<td>$-j, -1$</td>
</tr>
<tr>
<td>1011</td>
<td>$-1 - j$</td>
<td>(2, 2)</td>
<td>$0, -1 - j$</td>
</tr>
<tr>
<td>1100</td>
<td>$1 - j$</td>
<td>(1, 1)</td>
<td>$1, -j, 0$</td>
</tr>
<tr>
<td>1101</td>
<td>$1 - j$</td>
<td>(1, 2)</td>
<td>$1, j$</td>
</tr>
<tr>
<td>1110</td>
<td>$1 - j$</td>
<td>(2, 1)</td>
<td>$-j, +1$</td>
</tr>
<tr>
<td>1111</td>
<td>$1 - j$</td>
<td>(2, 2)</td>
<td>$0, 1 - j$</td>
</tr>
</tbody>
</table>

Notation: uppercase boldface letters denote matrices whereas lowercase boldface letters denote vectors. The transpose, Hermitian transpose, complex conjugate and Frobenius norm of $A$ are denoted by $A^T$, $A^H$, $A^*$, and $\|A\|_F$, respectively. The statistical expectation is represented by $E[\cdot]$. Finally, $\mathcal{CN}(0, \sigma^2)$ is used to represent the circularly symmetric complex Gaussian distribution with variance $\sigma^2$.

2 MU–MIMO–QSM transmission system

The system model of the proposed MU–MIMO–QSM downlink transmission scheme is presented in Fig. 1. We consider a base station (BS) with $N_t$ transmit antennas and $K$ independent mobile stations or users, each one with $N_r$ receiving antennas. Thus, the end-to-end configuration can be considered as a $(K \cdot N_r) \times N_t$ MU–MIMO–QSM transmission system. Hence, the system considered here can transmit $m = \log_2(M) + \log_2(L)$ bits in each time slot for each user, where $M$ is the size of the $M$-ary QAM constellation $\mathcal{A} = \{s_1, s_2, \ldots, s_M\}$ and $L$ is the size of the QSM vector for each user. Thus, the general MU MIMO transmission/reception system is mathematically modelled as

$$y_k = \sqrt{\gamma} H_k x + n_k,$$

where $x \in \mathbb{C}^{N_r \times 1}$ is the overall transmission vector and $y_k \in \mathbb{C}^{N_r \times 1}$ is the received signals’ vector of the $k$th user. $H_k \in \mathbb{C}^{N_r \times N_t}$ is the channel matrix between the BS and the $k$th user, $\gamma$ is the signal-to-noise ratio (SNR) at each receiver of each user and $n_k \in \mathbb{C}^{N_r \times 1}$ is the noise vector at the $k$th user. The noise samples are assumed to be independent and identically distributed (i.i.d.) with $\mathcal{CN}(0, 1)$.

2.1 Quadrature spatial modulation (QSM)

The transmitter is composed by $K$ QSM blocks. Each QSM block is intended for a different user in the system. For the $k$th user, a sequence of $a_k \equiv (a_{kn}^{(m)}, m = 0, 1, \ldots, M-1)$, input bits, is fed into $k$th block. The output vector $x^{(k)} \in \mathbb{C}^{L \times 1}$, is represented by

$$x^{(k)} = [x_1^{(k)}, x_2^{(k)}, \ldots, x_L^{(k)}]^T,$$

where $L = N_t$ and $x_i^{(k)} \in \{0, s_{k1}, s_{k2}\}$ denotes the transmitted signal in the $i$th position for the $k$th user, with $s_{k1}$ and $s_{k2}$ representing the real and imaginary parts of a QAM symbol $s_k$, respectively. Table 1 shows a mapping example for the basic QSM system using 4-QAM and $L = 2$. The first column shows the input bit sequence of length $m$ for the $k$th user, where the first two bits modulate a 4-QAM symbol and the remaining two bits modulate the indices of non-zero entries in $x^{(k)}$ as follows: the real part of the QAM symbol is assigned to one specific position, whereas the imaginary part can be assigned to another one or even the same position, which are shown in the third column of Table 1. It can be seen from the last column of Table 1 that since $L = 2$, then a total of $2\log_2(L) = 2$ bits can be carried out by the spatial constellation. A detailed review of QSM systems can be found in [6].

2.2 MU interference cancellation

In order to avoid the MU interference, a BD technique is utilised, thus requiring $N_t = KN_r$ in order to have a perfect cancellation of the interference channel matrix. The output vector of the $k$th QSM block is precoded using the matrix $W_k \in \mathbb{C}^{N_r \times N_t}$. All precoded
signals are then linearly combined to generate the transmission vector \( \mathbf{x} \) as

\[
x = \sum_{i=1}^{K} W_i \tilde{x}_i.
\]

Hence, by substituting (4) into (2), the received signal for the \( \ell \)th user is

\[
y_{\ell} = H_{\ell} \sum_{i=1}^{K} W_i \tilde{x}_i + n_{\ell},
\]

where \( \ell = 1 \) is assumed for simplicity. The complete MU–MIMO system in matrix form is expressed as

\[
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_K
\end{bmatrix} =
\begin{bmatrix}
H_1 & H_2 & \cdots & H_K \\
W_1 \tilde{x}_1 \\
W_2 \tilde{x}_2 \\
\vdots \\
W_K \tilde{x}_K
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_K
\end{bmatrix} +
\begin{bmatrix}
n_1 \\
n_2 \\
\vdots \\
n_K
\end{bmatrix}.
\]

Thus, rearranging the terms, (5) can be rewritten as

\[
y_{\ell} = H_{\ell} W_{\ell} \tilde{x}_k + H_{\ell} \sum_{i=1, i \neq k}^{K} W_i \tilde{x}_i + n_{\ell}.
\]

The first term in (7) is the signal sent to the \( \ell \)th user whilst the second term is the interference produced by the other users in the system and the third term is the noise. The interference term can be cancelled by the channel if the precoding matrix \( W_i \) is designed to satisfy

\[
\mathbf{H} W_i = \mathbf{0}, \quad i = 1, 2, \ldots, K,
\]

where matrix \( \mathbf{H} \) contains all system users' matrices except that of the \( \ell \)th user. Thus

\[
\mathbf{H} = [H_1^H, \ldots, H_{\ell - 1}^H, H_{\ell + 1}^H, \ldots, H_K^H]^H.
\]

In this manner, (7) is reduced to

\[
y_{\ell} = H_{\ell} W_{\ell} \tilde{x}_k + n_{\ell}.
\]

For the BD technique, \( W_k \) can be obtained decomposing \( \mathbf{H} \) into its singular values as

\[
\mathbf{H} = \mathbf{U} \Sigma \mathbf{V}^H
\]

where \( \mathbf{U} \) is an all-zero matrix, \( \Sigma \) is a diagonal matrix containing the non-negative singular values of \( \mathbf{H} \), with dimension equal to the rank of \( \mathbf{H} \) and \( \mathbf{V} \) is an all-zero matrix. \( V_i^H \) contains vectors corresponding to the non-zero singular values and \( V_i^H \) contains vectors corresponding to the zero singular values. The matrix \( V_i^H \) contains the last \( N_i \) columns of \( V_i \), which form an orthogonal basis that is in the null space of \( \mathbf{H} \) and can be used as the precoding matrix \( W_k \).

Utilising the precoding technique, the MU–MIMO–QSM system can be mathematically modelled as

\[
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_K
\end{bmatrix} =
\begin{bmatrix}
H_1 \mathbf{W}_1 & 0 & \cdots & 0 \\
0 & H_2 \mathbf{W}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & H_K \mathbf{W}_K
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1 \\
\tilde{x}_2 \\
\vdots \\
\tilde{x}_K
\end{bmatrix} +
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_K
\end{bmatrix}.
\]

2.3 Channel model

In real systems, the channels between different Tx antennas might not be correlated. Therefore, the potential multi antenna gains are not always obtained. In order to analyse the spatially correlated MIMO channel, a standard method known as the Kronecker model [19] is considered. Thus

\[
H_{k(\text{corr})} = R^{(0)}_k H_k R^{(0)}_k,
\]

where \( H_{k(\text{corr})} \) is the matrix of the correlated channel gains between the BS and the \( k \)th user. \( H_k^{(0)} \) is the flat-fading channel matrix for the \( k \)th user, whose elements are assumed to be i.i.d. zero-mean complex Gaussian random variables with unit variance, i.e. \( \mathcal{CN}(0,1) \). Matrices \( R_k \) and \( R_k \) are the receive and transmit correlation matrices, respectively. The correlation matrices are defined using the exponential model as [20]

\[
R_k =
\begin{bmatrix}
1 & \rho_1 & \rho_1^2 & \cdots & \rho_1^{N_k-1} \\
\rho_1 & 1 & \rho_1 & \cdots & \rho_1^{N_k-2} \\
\rho_1^2 & \rho_1 & 1 & \cdots & \rho_1^{N_k-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho_1^{N_k-1} & \rho_1^{N_k-2} & \rho_1^{N_k-3} & \cdots & 1
\end{bmatrix}
\]

where \( \rho_1 \) is the correlation between adjacent antennas at the transmitter side. A similar matrix \( R_k \) with the corresponding correlation coefficient \( \rho_1 \) can be defined in the reception side. The estimated channel \( \mathbf{H} \) in the reception is modelled as [21]

\[
\mathbf{H}_{\ell} = H_{\ell(\text{corr})} + E_{\ell 0}
\]

where \( E_{\ell 0} \in \mathbb{C}^N \) is the channel estimation error matrix, which is independent of \( H_{\ell(\text{corr})} \) and has complex Gaussian elements \( \mathcal{CN}(0, \sigma_0^2) \). Therefore, \( \mathbf{H} \) has a modified distribution of \( \mathcal{CN}(0, 1 + \sigma_0^2) \). In Section 4, (13)–(15) are used to evaluate the performance of the proposed and reference schemes.

2.4 Optimal reception

This subsection discusses the optimal ML detection for the proposed MU–MIMO–QSM scheme. Upon reception, all possible Tx signals are considered to find the most likely one. The optimal ML detector for the proposed scheme is defined as

\[
\hat{x}_k = \arg \min_{\tilde{x}} \| y_j - \mathbf{H} \tilde{x}_j \|^2.
\]

Let us consider the matrix \( G_k = H_k W_k \). Then, a noiseless version of (9) can be written as

\[
y_{\ell} = G_k \tilde{x}_k,
\]

where \( G_k^{(0)} \) and \( G_k^{(\gamma)} \) denote the \( \ell \)th and \( \ell \)th columns of \( G_k \), respectively, with \( \ell, \ell \in \{1, 2, \ldots, N_k\} \). Assuming that the CSI is known at the receiver, the optimal ML detector jointly estimates the two active Tx antenna indices, \( \ell_R \) and \( \ell_I \), as well as the corresponding real-valued signals \( s_{\ell R} \) and \( s_{\ell I} \). The vectors \( s_{\ell R} = [s_{\ell R}^{(0)}, \ldots, s_{\ell R}^{(N_k)}] \) and \( s_{\ell I} = [s_{\ell I}^{(0)}, \ldots, s_{\ell I}^{(N_k)}] \) represent \( q_{\ell R} \) and \( q_{\ell I} \) the real and imaginary parts of all symbols belonging to the M-QAM constellation. The symbol \( (\cdots) \) represents the Hadamard product among the \( \ell \)th and \( \ell \)th columns of \( G_k \) and each element of the vectors \( s_{\ell R} \) and \( s_{\ell I} \). Then, (15) can be rewritten as
Require: Channel matrix $G_{k}$, received vector $y_{k}$, $s_{k}$, $N_{t}$, $N_{r}$
Ensure: The set of tuples ordered $(\hat{\ell}_{R}^{(l)}, \hat{s}_{R}^{(l)})$
1: Let $d_{1} = [\cdot]$, $\text{tuplelog} = [\cdot]$
2: for $i = 1$: $N_{d}$ do
3: Let $d_{1} = d_{1} \parallel y_{k} - g_{k}^{(i)} \circ s_{R}^{(i)} \parallel_{F}^{2}$
4: for $l = 1$: $q_{R}$ do
5: Let $\text{tuplelog} = [\text{tuplelog} (\hat{\ell}_{R}^{(l)}, i, s_{R}^{(l)})]$
6: end for
7: end for
8: Let $[d_{R}, \text{ord}_{R}] = \text{sort}(d_{1})$ in ascending order.
9: Order $\text{tuplelog}$ with the same order of $\text{ord}_{R}$
10: Return $\text{tuplelog}_{R}, [d_{R}, \text{ord}_{R}]$

Fig. 2 QSM real part decoding

Require: Channel matrix $G_{k}$, modiﬁed received vector $y_{k}^{(1)}$, $s_{k}$, $N_{t}$, $N_{r}$, $N_{b}, V_{t,i}$
Ensure: The optimum tuple $(\hat{\ell}_{Q}^{(1)}, \hat{s}_{Q}^{(1)})$
1: Let $d_{2} = [\cdot]$, $\text{tuplelog} = [\cdot]$
2: for $i = 1$: $N_{d}$ do
3: Let $d_{2} = d_{2} \parallel y_{k}^{(1)}(1, 1) - g_{k}^{(1)}(1, 1) \circ s_{Q}^{(i)} \parallel_{F}^{2}$
4: for $m = 1$: $q_{Q}$ do
5: Let $\text{tuplelog} = [\text{tuplelog} (\hat{\ell}_{Q}^{(m)}, i, s_{Q}^{(m)})]$
6: end for
7: end for
8: Let $[d_{Q}, \text{ord}_{Q}] = \text{sort}(d_{2})$ in ascending order.
9: Order $\text{tuplelog}$ with the same order of $\text{ord}_{Q}$
10: Let $\text{lim} = N_{b}$
11: for $i = 2$: $N_{d}$ do
12: Let $d_{\text{min}} = \infty$
13: for $m = 1$: $\text{lim}$ do
14: Let $\text{tuplelog} = \text{tuplelog} (m)$
15: Let $\text{err} = \| y_{k}^{(1)}(1, 1) - g_{k}^{(1)}(1, 1) \circ s_{Q}^{(m)} \parallel_{F}^{2}$
16: Let $d_{Q}(m) = d_{Q}(m) + \text{err}$
17: if $d_{Q}(m) < \text{d}_{\text{min}}$ then
18: Let $d_{\text{min}} = d_{Q}(m)$
19: else if $d_{Q}(m + 1) < V_{t,i,1}$ then
20: \text{lim} = m
21: break
22: end if
23: end for
24: end for
25: end for
26: Return $[\hat{\ell}_{Q}^{(1)}, \hat{s}_{Q}^{(1)}]$, $d_{\text{min}}$

Fig. 3 QSM imaginary part decoding

\[
\hat{\ell}_{Q}^{(1)}, \hat{s}_{Q}^{(1)} = \arg \min_{\ell_{R}^{(1)}, s_{Q}^{(1)}, s_{R}^{(1)}} \| y_{k} - (g_{k}^{(1)} \circ s_{R}^{(1)} + g_{k}^{(1)} \circ s_{Q}^{(1)})) \parallel_{F}^{2} \]

(18)

3 Proposed low-complexity detector for the MU–MIMO–QSM scheme

In the previous works [22–26], a number of low-complexity algorithms have been presented for MIMO/SM/QSM signal’s detection. In [22, 23], the calculation of optimisation algorithms and trigonometric functions is required in the transmission to estimate the active antennas. As a result, their implementation in practical systems is not easy. On the other hand, in [24–26], algorithms based on tree search and spherical detection demonstrate good BER performance and their detection complexity make them suitable for hardware implementation. In [27], a simple detection algorithm that uses a sub-optimal method based on the least squares solution to detect likely antenna combinations was proposed. Once the antenna indices are detected, ML detection is utilised to identify the transmitted symbols.

In this section, a novel low complexity near ML detector for MU–MIMO–QSM signals is presented. The ML solution to (19) may be expressed as a search tree. Each branch in this tree is assigned a distance metric, where the symbols with the smallest overall distance are selected as the optimum solutions [25, 28]. In our proposal, a novel adaptive M-algorithm base on the breadth-first sorted tree search is utilised. The proposed algorithm reduces the search complexity by storing only as maximum the best $M$ branches at a time [29]. We define $M$ as the maximum number of branches that is necessary to save in order to find the optimal vector. Therefore, a small $M$ results in low complexity and relatively sub-optimal performance. As $M$ increases, the complexity also increases. However, the performance of the algorithm gets closer to the optimal ML decoder.

The optimisation metrics $d_{l}, d_{Q}, d_{T}$ required in the near ML detector for the MU–MIMO–QSM scheme can be stated as follows:

\[
d_{l} = \| y_{k} - g_{k}^{(m)} \circ s_{R}^{(m)} \parallel_{F}^{2} \],
\]

(19)

\[
d_{Q} = \| y_{k} - g_{k}^{(b)} \circ s_{Q}^{(b)} + g_{k}^{(c)} \circ s_{Q}^{(c)} \parallel_{F}^{2} \],
\]

(20)

\[
d_{T} = \| y_{k} - g_{k}^{(m)} \circ s_{R}^{(m)} - g_{k}^{(c)} \circ s_{Q}^{(c)} \parallel_{F}^{2} \]

(21)

In the proposed algorithm, we denote the $h$th and $m$th symbols in $s_{R}$ and $s_{Q}$ by $s_{R}^{(h)}$ and $s_{Q}^{(m)}$, respectively. The aim of the decoder is to find the optimum solution to the ML criterion in (19), using the distances calculated in (19)–(21). For the case of the distances $d_{l}$ and $d_{Q}$, they are vectors of distances calculated for each valid combination between each couple of transmitter antennas $g_{k}^{(m)}$ and $g_{k}^{(b)}$ to send the symbols $s_{R}^{(h)}$ and $s_{Q}^{(m)}$, respectively, by the QSM system. The decoding procedure of our algorithm is divided into two parts. First, a pre-ordering based on the vector $s_{R}$ is carried out, specifically, the distance of (19) is calculated and symbols are sorted in ascending order. In this way, a set of $N_{b} = q_{R}N_{r}$ tuples is obtained, each tuple $(\hat{\ell}_{R}, \hat{s}_{R})$ is formed of a combination of the Tx antenna index $\hat{\ell}_{R} \in \{1, \ldots, N_{l}\}$ and the Tx symbol $\hat{s}_{R}$. This part of the near ML algorithm is summarised in Algorithm 1 (see Fig. 2) as follows.

In the second part, we develop an optimised detector based on the detector proposed for SM signals in [26]. In order to reduce the complexity of the proposed algorithm, two modifications have been made in the search of the optimal vector for the MU–MIMO–QSM transmission system.

In our proposal, the conventional M-algorithm is tailored to the QSM systems to reduce the complexity of the ML detector and to obtain near optimum performance in terms of BER. Since in the first part of the near ML detection algorithm, we estimate the real part of the QSM transmitted symbol $(\hat{\ell}_{R}, \hat{s}_{R})$, in the second part of the near ML detection we consider that only one antenna is active, which corresponds to the imaginary part of the QSM transmitted symbol $(\hat{\ell}_{Q}, \hat{s}_{Q})$. Therefore, the proposed method performs the search using the following modified received vector

\[
y_{l} = y_{k} - g_{k}^{(b)} \circ s_{R}^{(b)}, \quad l = 1, \ldots, N_{b}.
\]

(22)

The detector performs this operation on each Rx antenna as a level of the tree structure so that the tree search becomes simpler. In each level, a criterion ($V_{\text{thi}} = 2N_{e}^2\sigma^{2}$ and $V_{\text{tho}} = N_{e}^2\sigma^{2}$) based on the metrics of the sphere detector is used to stop the search and discard branches of the tree that are not viable solutions because they exceed the maximum radius of the detection sphere [24, 30]. With this modification, the number of branches for each level is adaptive and depends on the SNR and channel. This part of the near ML algorithm is summarised in Algorithm 2 (see Fig. 3).
The complete near ML detector is described with details in Algorithm 3 (see Fig. 4). Each iteration produces a symbol estimation \( \ell_R^\Re, s_R^\Re, \ell_R^\Im, s_R^\Im \) with distance \( d_{\text{min}} \). Symbol pairs tuple \( R \), \( I \), \( S \), \( S \) whose distances \( d_{\text{min}} \) are not smaller than the previous ones are skipped, as specified in line 14. Furthermore, the search is stopped early if the condition in lines 16 and 22 is satisfied. These are the reasons why the proposed algorithm has a significantly reduced complexity.

It is also worth noting that in the proposed algorithm, it is possible to adjust the complexity/BER performance trade-off of the detector by fixing the maximum limit of the variables \( \text{counter1} \) and \( \text{counter2} \).

The advantages of our proposal with respect to other similar schemes recently proposed are: compared with [25] our proposal do not require to calculate the QR decomposition; therefore, it is less complex. Compared with [30] our proposal does not require to use complex operations; therefore, it is more suitable for hardware implementation. Also, our proposal is robust to errors in channel estimation and spatial correlation in terms of detection complexity and BER performance.

4 Results

In this section, BER performance results and detection complexity of the proposed scheme are compared to the conventional MU–MIMO–BD scheme for the optimal ML detection algorithm. Furthermore, the BER performance and complexity of the proposed low-complexity detection algorithm are analysed, finally, a simple zero-padding technique is proposed in order to transmit different quantity of bits per channel use to each user in the system.

4.1 BER performance comparison of the MU–MIMO–QSM and the conventional MU–MIMO–BD schemes

In this subsection, two different configurations are used in order to compare the BER performance of the proposed MU–MIMO–QSM scheme with the conventional MU–MIMO–BD scheme for the optimal ML detection under uncorrelated Rayleigh fading channels and correlated fading channels with CSI errors. The simulation parameters used are as follows:

(a) The systems are analysed considering the same SE, and the same number of Tx and Rx antennas.
(b) All systems are using a normalised transmission power of \( E[|x|^2] = K \).
(c) The correlation coefficients at the transmitter (\( \rho_t \)) and receiver (\( \rho_r \)) parts are \( \rho_t = \rho_r = 0.7 \).
(d) A channel estimation error with \( \sigma_e = 0.3\% \) of the Tx power is considered.
(e) For all computer simulations, we target a BER of \( 10^{-4} \).

A BER performance comparison for a \((4 \cdot 2) \times 8\) configuration at \( m = 4 \) bpcu is shown in Fig. 5. Both the proposed and conventional schemes are using 4-QAM modulation to get a transmission of 4 bpcu for each user. Fig. 6 shows a BER performance comparison for a \((4 \cdot 8) \times 32\) configuration. The MU–MIMO–QSM scheme uses 4-QAM modulation whilst the conventional MU–MIMO–BD scheme uses binary phase shift keying to achieve the transmission of 8 bpcu.
The QSM method attains the same BER performance of the MIMO–transmission in the MU system, the information is dispersed in all MIMO–QSM for single user (SU) systems is plotted as a reference. Schemes, the considered correlation factor degrades the BER by 2 effective to cancel the MU interference. However, for correlated introduced. Figs. 5 and 6 also show that the proposed MU–MIMO–detector

Table 2 Comparison of complexity $\eta$ for the optimal MLTable 2 Comparison of complexity $\eta$ for the optimal ML

detector

<table>
<thead>
<tr>
<th>Scheme / $\eta$</th>
<th>MU–MIMO–BD</th>
<th>MU–MIMO–QSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4 ⋅ 2) × 8</td>
<td>992</td>
<td>672</td>
</tr>
<tr>
<td>$m = 4$</td>
<td>(100%)</td>
<td>(68%)</td>
</tr>
<tr>
<td>(4 ⋅ 8) × 32</td>
<td>153,600</td>
<td>43,008</td>
</tr>
<tr>
<td>$m = 8$</td>
<td>(100%)</td>
<td>(28%)</td>
</tr>
<tr>
<td>(8 ⋅ 12) × 96</td>
<td>5,117,952</td>
<td>749,568</td>
</tr>
<tr>
<td>$m = 12$</td>
<td>(100%)</td>
<td>(7%)</td>
</tr>
</tbody>
</table>

bpcu per user. The same correlation coefficients $\rho$ and the same channel estimation error $\sigma_e$ are considered. In both graphics, MIMO–QSM for single user (SU) systems is plotted as a reference.

The results of Figs. 5 and 6 show that for the (4 ⋅ 2) × 8 configuration both schemes have the same performance for all channel scenarios. However, for the (4 ⋅ 8) × 32 configuration, the proposed scheme has 1 dB gain compared with the conventional scheme for both correlated and uncorrelated channels. For both schemes, the considered correlation factor degrades the BER by 2 dB, however, it is observed that small errors in CSI estimation can severely affect the performance of all configurations. This degradation in the performance is more noticeable in configurations with a higher number of antennas, mainly due to the effects on the used precoding matrices where an error in the CSI is introduced. Figs. 5 and 6 also show that the proposed MU–MIMO–QSM method attains the same BER performance of the MIMO–QSM–SU scheme when a perfect CSI is considered. Hence, the utilised precoding technique in the transmission/reception model is effective to cancel the MU interference. However, for correlated channels, the MU schemes show two dBs gain when compared with the MIMO–QSM–SU scheme. This is because, before the transmission in the MU system, the information is dispersed in all Tx antennas, which implies a diversity gain. If a channel with CSI error is considered, MU–MIMO schemes are severely affected in contrast to the MIMO–SU scheme. This can be attributed to the fact that in the MU–MIMO case, a higher number of Tx antennas are used and precoding matrices are also calculated using a channel with errors.

4.2 BER performance of the proposed system for a reduced number of tx/Rx antennas

The conventional MU–MIMO–BD scheme typically uses $N_t = KN_t$ in order to have perfect interference matrix cancellation in the reception [18]. However, this can be a limiting factor for practical implementations. In this subsection, two variations to the conventional MU–MIMO–BD scheme are used to show some flexibility in the proposed MU–MIMO–QSM system. In the first case, different users achieve different SE, i.e. four users receiving 4, 6, 8 and 10 bpcu are considered in the system. In the second case, the users are using different SE and also they are using a reduced number of Rx antennas.

Fig. 7a shows the performance for $N_t = 30$ and a variable number of Rx antennas. In order to achieve full precoding cancellation, the total number of Tx antennas $N_t$ is equal to the total number of receive antennas $N_r$, i.e.

$$N_t = \sum_{i=1}^{K} N_r^i. \quad (23)$$

Note that in this case, a significant diversity gain is obtained for the users with a higher number of Rx antennas.

In some cases, e.g. if the receivers have space limitations, it can be desirable to use a reduced number of Rx antennas for all users, and at the same time, to receive with different SE at each user. In this case, (23) is not met and the BD technique cannot be used directly. Then, in order to adjust the size of the matrices in the system, we propose to use zero padding. The auxiliary zero-padded matrix $H_{aux}$ for the $4$th user is defined as

$$H_{aux} = [H_4; \text{zeros}(L - N_r, N_t)] \quad (24)$$

where $L$ is the virtual size of the transmission vector, which can be used to fix the number of bpcu desired for each specific user. In this way, an appropriate precoding matrix of size $N_t \times L$ is generated for each user.

Fig. 7b shows the performance for users with different SE, $N_t = 22$ and $N_r = 2$. Fig. 7b shows that the same SE can be achieved using a reduced number of Tx/Rx antennas with the price of a considerable performance degradation.

4.3 Complexity analysis

The receiver complexities $\eta$ for the proposed and conventional schemes are evaluated in terms of flops considering the ML detection in (14). A flop is defined as real floating operations, i.e. real additions, multiplications, divisions, and so on. One complex addition and multiplication elaborate two and six flops, respectively [31].

For the conventional MU–MIMO–BD scheme, the lattice in the reception for the case of a SU is composed as

$$D_i = H_iW_iB_i. \quad (25)$$

where $H_i \in \mathbb{C}^{N_t \times N_r}$, and $W_i \in \mathbb{C}^{N_t \times N_t}$. Multiplication of $H_iW_i$ requires $8N_tN_r^2$ flops and generates a square matrix of dimension $N_t \times N_r$. This matrix multiplies matrix $B_i \in \mathbb{C}^{N_t \times 2^m}$ and requires $8N_t^2(2^m)$ flops. Each point in matrix $B_i$ is an $M$-QAM signal. Then, generating matrix $D_i$ requires $8N_t^2(N_t + 2^m)$ flops. Each row in this matrix is used for a different Rx antenna.

Subtractions use $2(2^m)N_r$ flops. Obtaining the magnitude requires $3(2^m)N_r$ flops. Combining all results in a maximum ratio combiner requires $2(N_t - 1)2^m$ flops and finding the minimum requires $2(2^m)$ flops.

Adding all these results, the complexity of the MU–MIMO–BD–ML scheme is

$$\eta_{MU-BD-ML} \approx 8N_t^2(N_t + 2^m) + 7N_t(2^m). \quad (26)$$

The complexity of the proposed scheme can be obtained in a similar way. However, in this case, matrix $B_i$ is a sparse matrix composed of rows where at most two values are different from zero. These values are the real or imaginary parts of the transmitted
The complexity of the conventional MU–MIMO–BD scheme is considered as a reference with a complexity of 100%.

In this subsection, the BER performance and complexity of the proposed low-complexity algorithm for the MU–MIMO–QSM scheme are compared with the conventional MU–MIMO–BD scheme for the three types of channels in consideration. The work of E. Basar was supported by the Scientific and Technological Research Council of Turkey (TUBITAK) under Grant 218E035. The work of Francisco R. Castillo-Soria was supported by UASLP under Grant FAI 2019-2020.

Fig. 8 shows the BER performance comparison for the optimal ML and proposed low complexity near ML algorithms for the MU–MIMO–QSM scheme using the $(4 \cdot 2) \times 8$ configuration and the three channel scenarios; the uncorrelated, the correlated channel, and the correlated channel plus CSI errors. Fig. 8a shows the BER performance comparison for the three analysed channel scenarios. Fig. 8b shows the detection complexity for the same scenarios. Results show that the proposed near ML algorithm performs very near to the optimal one with the advantage of a reduction in detection complexity of 43%.

The complexity of the ML detector was determined by using (27) defined in Section 4.3. For the near ML detector, the number of flops is evaluated for each symbol transmitted according to the operations required to demodulate a QSM symbol [8], in this evaluation, we include the operations required to carry out the perfect cancellation of the interference matrix in the received signal as defined in Section 4.3. First, the total amount of flops considering all transmitted symbols for a given SNR is considered. Then, this value is averaged between the total number of symbols transmitted for each point of the SNR graph.

Fig. 9 shows the same comparisons as Fig. 8 but for an increased SE of $m = 8$ bpcu per user using a $(4 \cdot 8) \times 32$ configuration. Fig. 9a shows the BER performance comparison for the three analysed channel scenarios. Fig. 9b shows the detection complexity for the same scenarios. Results show that the BER performance of the proposed algorithm is very close to the optimal ML whilst achieving a reduction in complexity of 58, 53, and 57% for the uncorrelated channel, the correlated channel, and the correlated channel plus CSI errors, respectively.

Note that the proposed low complexity algorithm performs slightly better in the channel with correlation plus CSI errors than in the correlated channel without CSI errors, this is because the similarity in correlated channels makes the decision difficult in the detector. Also, although the proposed algorithm achieves an efficient reduction of complexity in the search three, the initial multiplication intended for MU interference cancellation, achieves almost 70% of the total complexity in the algorithm. This fact makes it difficult for an even higher reduction in complexity.

5 Conclusion

A novel MU–MIMO–QSM downlink transmission scheme which uses the index position in its transmission vector to modulate an independent sequence of input bits for each user in the system has been presented. Additionally, a low-complexity near-ML algorithm for the detection of the MU–MIMO–QSM signal has been proposed. Three different scenarios have been considered: (i) uncorrelated fading, (ii) correlated fading, and (iii) correlated fading with CSI errors. The MU–MIMO–QSM scheme has been compared with the conventional MU–MIMO–BD scheme in terms of the SNR to reach a target BER performance and detection complexity considering the same SE and the same number of Tx and Rx antennas. Results have shown that the proposed scheme outperforms the conventional MU–MIMO–BD in terms of BER by 1 dB. Moreover, the detection complexity of the proposed scheme is up to 93% lower than the reference scheme for the analysed cases. Simulations results also have shown that the MU interference is effectively removed of the system by the utilised technique for the case of an uncorrelated fading channel with perfect CSI. Whilst the spatial correlation slightly affects the BER performance of the simulated MU–MIMO systems, the channel with imperfect CSI significantly degrades the system performance. The proposed low-complexity algorithm performs very near to the optimal ML criterion whilst achieving a complexity reduction of up to 58%.
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**Fig. 8** Performance comparison of the proposed near-ML algorithm for the MU–MIMO QSM scheme with $(4 \cdot 2) \times 8$ configuration (a) BER performance, (b) Detection complexity

**Fig. 9** Performance comparison of the proposed near ML algorithm for the MU–MIMO–QSM scheme with $(4 \cdot 8) \times 32$ configuration (a) BER performance, (b) Detection complexity

QAM symbol. Then, in this case, a reduced complexity can be expected.

For the MU–MIMO–QSM scheme, multiplication by matrix $B$ requires $6(2^m)N_t$ flops. Then, generating matrix $D_i$ requires $8N_tN_i^2 + 6N_i(2^m)$ flops. The rest of the operations are similar to those used for MU–MIMO–BD–ML. Then, by adding the rest of these, the total complexity of the proposed MU–MIMO–QSM–ML detector is

$$n_{MU–QSM–ML} \approx 8N_tN_i^2 + 13N_i(2^m).$$

(27)

Table 2 shows a comparison of complexity per user for the considered two cases and the $(8 \cdot 12) \times 96$ configuration. The complexity of the conventional MU–MIMO–BD scheme is considered as a reference with a complexity of 100%.

For the analysed cases and considering the optimal ML detector, the MU–MIMO–QSM scheme shows a complexity reduction of up to 93% compared with the conventional system.

4.4 Performance of the proposed low-complexity algorithm

In this subsection, the BER performance and complexity of the proposed low complexity detection algorithm for the MU–MIMO–QSM scheme are compared with the conventional MU–MIMO–BD scheme for the $(4 \cdot 2) \times 8$ and $(4 \cdot 8) \times 32$ configurations and the three types of channels in consideration.

**Table 2**: Comparison of complexity per user for the BER performance
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