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Abstract— In this letter, a downlink intelligent reflecting
surface (IRS) enhanced millimeter-wave (mmWave) non-
orthogonal multiple access (NOMA) system is considered. A joint
optimization problem over active beamforming, passive beam-
forming and power allocation is formulated. Due to the highly
coupled variables, the formulated optimization problem is non-
convex. To solve this problem, an alternative optimization and
successive convex approximation based iterative algorithm is
proposed. Numerical results illustrate that: 1) the proposed
scheme offers significant sum-rate gains, which confirms the
effectiveness of introducing IRS for mmWave-NOMA systems;
2) the proposed algorithm with discrete phase shifts can achieve
close performance to that of continuous phase shifts.

Index Terms— Iintelligent reflecting surface, non-orthogonal
multiple access, millimeter-wave, beamforming.

I. INTRODUCTION

NON-ORTHOGONAL multiple access (NOMA) is an
effective technology to enhance spectrum efficiency and

support massive connectivity for beyond the fifth gener-
ation wireless networks. NOMA outperforms conventional
orthogonal multiple access (OMA) techniques by simulta-
neously sharing the communication resources between all
users via the power or code domain [1]. On the other hand,
the millimeter-wave (mmWave) technology has the potential
to solve the bandwidth shortage problem by utilizing a great
deal of spare spectrum in the high frequency range. Therefore,
it is necessary to combine NOMA and mmWave to support
more users and further improve the system performance [2].

The intelligent reflecting surface (IRS) -empowered commu-
nication is a revolutionary technique to improve the network
coverage, spectrum- and energy-efficiency in future wireless
networks. An IRS consists of a large number of low-cost
passive reflecting elements. By smartly adjusting these ele-
ments, the propagation environment can be reconfigured [3].
For example, if the transmitter and receiver are blocked by
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an obstacle, an extra communication link can be created to
enhance the received signal by carefully deploying IRS.

With the above benefits, IRSs have been investigated in
various wireless communication systems. Specifically, the joint
power control and passive beamforming optimization problem
was first studied for mobile edge computing in IRS-mmWave
systems in [4]. A distributed optimization algorithm was
proposed to solve the joint optimization problem. In [5],
the joint active/passive beamforming optimization was solved
by an alternating manifold optimization algorithm. In [6],
an architecture of IRS/intelligent transmitting surface assisted
mmWave massive multiple-input multiple-output was designed
and two efficient precoders were proposed by exploiting the
sparsity of mmWave channels. The analog-digital hybrid pre-
coding design and phase shifts optimization for IRS-mmWave
was investigated in [7] and an iterative algorithm was
proposed to minimize the mean-squared-error. In [8], the joint
active/passive beamforming optimization problem was studied
for single- and multi-IRS assisted mmWave systems. For
multiple-input single-output IRS-NOMA systems in [9],
the semidefinite relaxation, second-order cone and alternating
optimization were used to solve the joint active/passive
beamforming optimization problem. A theoretical performance
comparison between IRS-NOMA and IRS-OMA systems
was provided in [10] and a low-complexity algorithm was
proposed to achieve near-optimal performance. An IRS
assisted uplink NOMA system was considered in [11] and
a near-optimal solution was proposed to jointly optimize the
passive beamforming and power allocation.

Inspired by the aforementioned works, it is of interest to
investigate the combination of IRS, mmWave and NOMA
to further enhance the wireless communications. To our best
knowledge, there is no existing work on joint optimization
of active/passive beamforming and power allocation for IRS
assisted mmWave-NOMA systems. In this letter, we consider
the IRS enhanced mmWave-NOMA systems where there
are no direct links between the base station (BS) and users.
With the aid of an IRS, the BS-IRS link and IRS-user links
can be created to enhance the network coverage. However,
the formulated optimization problem becomes non-trivial
to solve, since the active/passive beamforming vectors and
power allocation factors are coupled. To tackle the resultant
non-convex optimization, we propose a joint optimization
algorithm based on alternative optimization and successive
convex approximation (SCA).

Notation: C
M×1 denotes the set of complex vectors of size

M. CM×N is the set of complex matrices of size M × N .
diag(x) returns a diagonal matrix whose elements are the
corresponding ones in vector x. xT and xH denote the trans-
pose and conjugate transpose of vector x, respectively. [x]i
denotes the i-th element of x, while angle(x) denotes the phase
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Fig. 1. IRS enhanced mmWave-NOMA system.

of a complex number x. The function real(x) represents the
real part of a complex number x. E {·} is the expectation
operator.

II. SYSTEM MODEL

As shown in Fig. 1, we consider the downlink transmis-
sion in an IRS enhanced mmWave-NOMA communication
system, where the direct BS-user links are blocked and
the BS communicates with K single-antenna users with the
aid of an IRS. Assume that the BS is equipped with NT

transmit antennas, while the IRS is equipped with LIRS

passive reflecting elements. The K users are grouped into
M clusters. Let Km and Km denote the set of the users
and number of users in cluster m, respectively. The sets of
clusters and IRS passive reflecting elements are denoted by
M = {1, 2, · · · , M} and LIRS = {1, 2, · · · , LIRS}. Due to
the hardware cost, the phase shifts can only be chosen from a
finite set of discrete values. Specifically, the set of discrete
phase shift values for each reflection element is given by:

θl ∈ Ω Δ=
{

0, 2π
2B , · · · ,

2π(2B−1)
2B

}
, where B is the resolution

bits of discrete phase shifts.

A. Signal Model

For notation simplicity, we denote the k-th user in cluster
m as user U (m, k). Let xm,k and pm,k be the transmit-
ted signal and power allocation factor for U (m, k), where

E
{
|xm,k|2

}
= 1. The signal received at U (m, k) is:

ym,k = hm,kwm
√

pm,kxm,k︸ ︷︷ ︸
desired signal

+ hm,kwm

∑
i∈{Km/k}

√
pm,ixm,i

︸ ︷︷ ︸
intra−cluster interference

+ hm,k

∑
n∈{M\m} wn

∑
j∈Kn

√
pn,jxn,j︸ ︷︷ ︸

inter−cluster interference

+ nm,k︸︷︷︸
noise

,

(1)
where wm is the beamforming vector for the m-th cluster,
hm,k = gH

m,kΘF is the end-to-end channel gain for U (m, k),
F ∈ CLIRS×NT is the channel matrix from the BS to the
IRS, Θ = diag

{
ejθ1, ejθ2 , · · · , ejθLIRS

}
is the diagonal phase

shifts matrix, gm,k ∈ CLIRS×1 is the channel vector from the
IRS to U (m, k), and nm,k ∼ CN (0, σ2

)
is the additive white

Gaussian noise with zero mean and variance σ2. We assume
that perfect channel state information (CSI) is available at
the BS. Indeed, it is challenging to obtain perfect CSI of all
channels in IRS assisted communication systems. Recently,
some initial efforts have been devoted to the imperfect CSI
problem for IRS assisted systems [12].

B. Channel Model

We adopt the 3D Saleh-Valenzuela channel model [4],
[7] for the BS-IRS link and the IRS-User links.
Let LIRS = Lx × Lz, with Lx and Lz as the number
of passive reflecting elements of the IRS on horizontal and
vertical, respectively. Assume that there are NBI propagation
paths for the BS-IRS link, θAoA

BI,n (φAoA
BI,n) and θAoD

BI,n are
the azimuth (elevation) angle-of-arrival (AoA) and angle-
of-departure (AoD) of the n-th propagation path, respectively,
θAoA
BI,n, φAoA

BI,n, θAoD
BI,n ∈ [−π

2 , π
2

]
. The channel matrix F is

modeled as

F =
√

NTLIRS

NBI

NBI∑
n=1

pBI
n an

(
θAoA
BI,n, φAoA

BI,n

)
bH

n

(
θAoD
BI,n

)
, (2)

where pBI
n is the complex channel gain, an

(
θAoA
BI,n, φAoA

BI,n

)
and bn

(
θAoD
BI,n

)
are the array response vectors of the n-th

propagation path at the BS and IRS, which are respectively
defined as
an (θn, φn)

=
1√

LIRS

[
1 · · · ejλ̄(lx sin(θn) sin(φn)+lz cos(φn)) · · ·

]T
, (3)

bn (θn)

=
1√
NT

[
1 ejλ̄ sin(θn) · · · ejλ̄(NT−1) sin(θn)

]T
, (4)

where λ̄ = 2πdAS/λL, dAS is the antenna spacing, λL is the
carrier wavelength, 0 ≤ lx ≤ Lx − 1 and 0 ≤ lz ≤ Lz − 1.

Similarly, the channel vector gm,k is modeled as

gm,k =
√

LIRS

NIU

NIU∑
n=1

pIU
m,k,nan

(
θAoD
IU,m,k,n, φAoD

IU,m,k,n

)
, (5)

where NIU is the number of propagation paths, pIU
m,k,n

is the complex channel gain, θAoD
IU,m,k,n and φAoD

IU,m,k,n

are the azimuth and elevation AoD, respectively, and
an

(
θAoD
IU,m,k,n, φAoD

IU,m,k,n

)
is the array response vector at the

IRS. In (2) and (5), n = 1 represents the line-of-sight (LoS)
path and n > 1 denotes the non-line-of-sight (NLoS).

C. Decoding Order and Achievable Rate of Users

In the traditional single-input single-output NOMA
networks, the optimal decoding order is determined by the
channel gains. However, this decoding order method cannot
be used directly in IRS enhanced mmWave-NOMA systems.
This is because the end-to-end channels can be modified
by the IRS and the inter-cluster interference can also affect
the decoding order. The optimal decoding order can be any
one of the Km! different orders in each cluster. Therefore,
an exhaustive search method is needed to find the optimal
decoding order. Let Dm (k) denote the decoding order of
U (m, k). Dm (k) = d means that U (m, k) is the d-th
signal to be decoded. Assume that the successive interference
cancellation (SIC) is carried out according to the ascending
order of the end-to-end channel gains.

Without loss of generality, let Dm (k) = k. For any two
users U (m, j) and U (m, k) with the decoding order Dm (j) >
Dm (k), the signal-to-interference-plus-noise ratio (SINR) of
U (m, j) to decode U (m, k) is defined as

γm
j→k =

|hm,jwm|2pm,k

|hm,jwm|2Pm,k +
∑

n∈{M\m}|hm,jwn|2 + σ2
,

(6)
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where Pm,k =
∑Km

i=k+1 pm,i. The corresponding decoding rate

is Rm
j→k = log2

(
1 + γm

j→k

)
.

To guarantee that SIC can be performed successfully at
U (m, j), the SIC decoding condition Rm

j→k ≥ Rmin
m,k should

be satisfied [13], with Rmin
m,k as the actual information rate

from BS to U (m, k), ∀k ∈ {1, 2, · · · , j}. Based on these
conditions, the achievable rate of U (m, k) is given by [9]

Rm,k =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
j∈{k,··· ,Km}

log2

(
1 + γm

j→k

)
,

k ∈ {Km\Km} (7)

log2

⎛
⎜⎝1 +

|hm,Kmwm|2pm,Km∑
n∈{M\m}

|hm,Kmwn|2 + σ2

⎞
⎟⎠,

k=Km (8)

III. PROBLEM FORMULATION AND PROPOSED

OPTIMIZATION METHODS

According to the SIC decoding condition, the quality-
of-service (QoS) requirement of U (m, k) is given as [13]:

min
j∈{k,··· ,Km}

log2

(
1 + γm

j→k

) ≥ Rmin
m,k, (9)

where k ∈ {Km/Km} , m ∈ M.
Our goal is to maximize the sum rate of the Km-th user,

i.e., U (m, Km), in each cluster under the QoS requirements of
remaining users and the transmit power budget constraint. For
a given decoding order, the joint active beamforming, passive
beamforming and power allocation optimization problem is
formulated as

max
θl,wm,pm,k

∑
m∈M Rm,Km , (10a)

s.t.
∑

m∈M �wm�2
2 ≤ Pmax, (10b)∑

k∈Km

pm,k = 1, m ∈ M, (10c)

θl ∈ Ω, l ∈ LIRS, (10d)

(9), (10e)
where Pmax is the maximum transmit power.

Problem (10) is a mixed integer non-convex optimization
problem. To make it tractable, we first decouple it into three
sub-problems, i.e., active beamforming optimization, passive
beamforming optimization and power allocation optimization.
Then, we solve them alternatively. The three subproblems are
formulated as follows:

max
wm

∑
m∈M Rm,Km , (11a)

s.t. (10b), (10e). (11b)

max
θl

∑
m∈M Rm,Km , (12a)

s.t. (10d), (10e). (12b)

max
pm,k

∑
m∈M Rm,Km , (13a)

s.t. (10c), (10e). (13b)

A. Active Beamforming Optimization

We first define zm,j = gH
m,jΘF, Zm,j=zH

m,jzm,j and
Wm = wmwH

m. Then, by introducing and substituting the
auxiliary variables {χm,Km} into the objective function of
problem (11), the active beamforming optimization problem

can be equivalently expressed as

max
wm,χm,k

∑
m∈M log2 (1 + χm,Km), (14a)

s.t. |zm,jwm|2Δpm,k
≥ rmin

m,kIm,j (wn), (14b)

|zm,Kmwm|2pm,Km

/
Im,Km (wn) ≥ χm,Km , (14c)∑

m∈M �wm�2
2 ≤ Pmax, (14d)

where Im,j (wn) =
∑

n∈{M/m} |zm,jwn|2 + σ2,

rmin
m,k=2Rmin

m,k −1, Δpm,k
= pm,k−rmin

m,kPm,k, k ∈ {Km/Km},
j ∈ {k, k + 1, · · · , Km}, m ∈ M.

The constraints (14b) and (14c) are non-convex. We first
approximate constraint (14b) by the SCA method. According
to the first-order Taylor series (FTS), the non-convex term in
the left side of (14b) can be approximated at point wm as

|zm,jwm|2 ≥ 2real
(
wH

mZm,jwm

)− |zm,jwm|2
= ϕTaylor

m,j (wm). (15)
For the constraint (14c), we introduce the new variables

{ηm,Km} and decompose it into the following two inequalities{
|zm,Kmwm|2pm,Km

/
ηm,Km ≥ χm,Km , (16)

ηm,Km ≥ Im,Km (wn). (17)
The left side of (16) is a quadratic-over-affine function,

which is jointly convex over the involved variables wm and
ηm,Km . By using the FTS approximation around wm and
ηm,Km , we have

|zm,Kmwm|2
ηm,Km

≥ 2real
(
wH

mZm,Kmwm

)
ηm,Km

−
( |zm,Kmwm|

ηm,Km

)2

ηm,Km

= ϕTaylor
m,Km

(wm, ηm,Km). (18)
From the above discussions, the active beamforming opti-

mization problem is approximated as

max
wm,χm,k,ηm,Km

∑
m∈M log2 (1 + χm,Km), (19a)

s.t. ϕTaylor
m,j (wm)Δpm,k

≥ rmin
m,kIm,j (wn), (19b)

ϕTaylor
m,Km

(wm, ηm,Km) pm,Km ≥ χm,Km , (19c)
(14d), (16). (19d)

It is noted that problem (19) is a convex problem, which can
be efficiently solved via standard convex problem solvers such
as CVX [14]. Due to the approximations in constraints (14b)
and (14c), problem (19) is a lower bound approximation of
the active beamforming problem (11).

B. Passive Beamforming Optimization

Before solving problem (12), we first relax the discrete
values of θl into continuous values, i.e., θl ∈ [0, 2π]
and define the passive beamforming vector as
v =

[
λ1e

jθ1λ2e
jθ2 · · ·λLIRSe

jθLIRS
]T

, λl ∈ [0, 1]. With
the auxiliary variables {χm,Km}, the relaxed formulation of
problem (12) is formulated as

max
v,χm,k

∑
m∈M log2 (1 + χm,Km), (20a)

s.t. |zm,m,jv|2Δpm,k
≥ rmin

m,kIm,j (v), (20b)

|zm,m,Kmv|2pm,Km

/
Im,Km (v) ≥ χm,Km , (20c)

|[v]l| ≤ 1, (20d)
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where zn,m,j = gH
m,jdiag {Fwn}, Im,j (v) =

∑
n∈{M/m}

|zn,m,jv|2 + σ2, k ∈ {Km/Km}, j ∈ {k, k + 1, · · · , Km},
n ∈ {M/m} , m ∈ M.

Problem (20) is still non-convex because of the
non-convexity of constraints (20b) and (20c). We first
split constraint (20c) into the following constraints{

|zm,m,Kmv|2pm,Km

/
μm,Km ≥ χm,Km , (21)

μm,Km ≥ Im,Km (v), (22)
where {μm,Km} are the newly introduced variables.

Similarly, based on the FTS approximation, the inequali-
ties (20b) and (21) can be approximated around v and μm,Km

,
respectively, as:(

2�(t)
m,j (v) −

∣∣∣zm,m,jv(t)
∣∣∣2)Δpm,k

≥ rmin
m,kIm,j (v),

(23)

2�m,Km (v)
μm,Km

−
( |zm,m,Kmv|

μm,Km

)2

μm,Km ≥ χm,Km

pm,Km

, (24)

where �m,j (v) = real
(
vHZm,m,jv

)
and Zm,m,j =

zH
m,m,jzm,m,j .

In summary, we have arrived at a convex approximation of
the passive beamforming problem (20), which is given by:

max
v,χm,k,μm,Km

∑
m∈M log2 (1 + χm,Km), (25a)

s.t. (20d), (21), (23), (24). (25b)
Similarly, due to the approximations of constraints (20b)

and (20c), the objective value obtained from problem (25)
serves as a lower bound for the passive beamforming
problem (12). With the solution v of problem (25),
the discrete phase shifts {θl} can be calculated via

θl = argmin
θ∈Ω

|θ − angle ([v]l)|. (26)

Remark 1: Due to the quantization error, the discrete phase
shifts {θl} may not be a local optimal solution. However, with
larger resolution bits, the quantization error becomes smaller
and the discrete phase shifts can achieve the same performance
as the continuous phase shifts. To guarantee that the proposed
algorithm converges, we only update {θl} when the objective
value of problem (12) is non-decreasing.

C. Power Allocation Optimization

The constraint (10e) in problem (13) can be rewritten as a
convex formulation(

pm,k−rmin
m,k

∑Km

i=k+1
pm,i

)
|hm,jwm|2≥rmin

m,kIm,j , (27)

where Im,j =
(∑

n∈{M\m}|hm,jwn|2 + σ2
)

, j ∈
{k, k + 1, · · · , Km} , m ∈ M.

Thus, problem (13) can be reformulated as:
max
pm,k

∑
m∈M Rm,Km , (28a)

s.t. (27), (10c). (28b)
Problem (28) is convex and can be solved by CVX

solver [14]. The proposed joint active beamforming, passive
beamforming and power allocation algorithm is summarized
in Algorithm 1.

Remark 2: The approximations of the active beamforming
problem (11) and passive beamforming problem (12) are lower
bounds for the original problem (10). Thus, the solution

Algorithm 1 The Proposed Optimization Algorithm

1: Initialize a decoding order and feasible points θ
(0)
l , p

(0)
m,k,

m ∈ M, k ∈ Km, l ∈ LIRS. Let iteration index t = 1.
2: repeat
3: update w(t)

m by solving problem (19) with θ
(t−1)
l , p

(t−1)
m,k ;

4: update v(t) by solving problem (25) with w(t)
m , p

(t−1)
m,k ;

5: calculate θ
(t)
l according to (26);

6: update p
(t)
m,k by solving problem (28) with w(t)

m , θ
(t)
l ;

7: t = t + 1;
8: until the objective value of problem (10) converge.
9: Output: optimal w(t)

m , θ
(t)
l , p

(t)
m,k.

generated by Algorithm 1 is sub-optimal. In each iteration
of Algorithm 1, the objective value of problem (10) is
monotonically non-decreasing. Due to the transmit power
constraint, the achievable sum rate sequence is upper bounded.
Therefore, the proposed algorithm is guaranteed to converge.

The complexities of solving the problems (19), (25)
and (28) with the interior-point method at each iteration
are O(M3(NT + 2)3 + KM2(NT + 2)2), ((LIRS + 2M)2

(LIRS + 3M + K)) and O(K3), respectively.

IV. NUMERICAL RESULTS

Here, the performance of the proposed algorithm is evalu-
ated through numerical simulations. Assume that the BS and
IRS are located at coordinates (0 m, 0 m, 15 m) and (20 m,
20 m, 15 m), respectively. The mobile users are randomly and
uniformly placed in a circle centered at (30 m, 30 m, 0 m)
with radius 8 m. The complex channel gains pBI

n and pIU
m,k,n

follow CN
(
0, 10−0.1P(dTR)

)
[4], [5], [8], where P (dTR) =

β1 +10β2log10 (dTR)+β3, with dTR as the distance between
the transmitter and the receiver. The values of β1, β2 and β3

at 28 GHz are set according to Table I in [15]. Let the number
of propagation paths NBI = NIU = 3. Assume that the system
bandwidth is 100 MHz, the noise power is σ2 = −174 dBm
and the QoS requirement is Rmin

m,k = 0.01 bit/s/Hz. The
number of antennas at the BS is NT = 64, the number of
clusters is M = 3 and each cluster contains Km = 3 users.

The convergence of the proposed algorithm is depicted
in Fig. 2. As can be observed, the proposed algorithm con-
verges quickly within a small number of iterations under
different settings of passive reflecting elements LIRS and
transmit power Pmax. This phenomenon is consistent with
Remark 2. In addition, the number of iterations for the
convergence of the proposed algorithm increases with LIRS,
because more variables have to be optimized.

To evaluate the performance of the proposed algorithm,
we also consider the following benchmark algorithms: 1) ZF
based algorithm: In this algorithm, the optimal decoding
order is obtained by exhaustive search method, and the
active beamforming is solved by zero-forcing (ZF) method.
The passive beamforming and power allocation are solved
by Algorithm 1. 2) Random based algorithm: In this
case, the decoding order is selected randomly and the phase
shifts are set to random values. The active beamforming
and the power allocation are solved by the ZF method and
Algorithm 1, respectively. 3) IRS-mmWave-OMA: We also
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Fig. 2. Sum rate versus the number of iterations, B = 5.

Fig. 3. Sum rate versus LIRS, B = 5, Pmax = 25 dBm.

Fig. 4. Sum rate versus B, Pmax = 35 dBm.

consider the IRS enhanced mmWave-OMA systems. There is
also no direct links between BS and users. The joint passive
beamforming and power allocation problem is solved by
Algorithm 1, and the active beamforming is solved by the
ZF method.

Fig. 3 plots the system sum rate versus the number of
passive reflecting elements LIRS. It is observed that the system
sum rate achieved by all algorithms increases with LIRS. This
indicates that more IRS passive reflecting elements can reflect
more power of the signals received from the BS, which leads
to more power gain. It is also seen that the proposed algorithm
achieves better performance than the ZF-based algorithm.
This is because the active beamforming is well optimized in
our proposed algorithm, while the active beamforming in the
ZF-based algorithm is obtained by the ZF method, which is
not optimal for the considered problem. We further notice that
the proposed algorithm outperforms the IRS-mmWave-OMA
algorithm, since all NOMA users can be served simultaneously
compared with the OMA system. We also observe that our
proposed algorithm outperforms the random based algorithm
whose decoding order and phase shifts are not optimized.

Fig. 4 depicts the impact of the phase shifts resolution
bits B on the system sum rate. Note that ’Upper bound’
scheme denotes Algorithm 1 with continuous phase shifts,
i.e., θl ∈ [0, 2π], l ∈ LIRS. It is observed that the system

sum rate gap between the continuous and discrete phase shifts
gradually decreases as the resolution bits B increases. This is
because a larger B value allows a better adjustment on the
IRS phase shifts. This phenomenon is also confirmed by the
insights in Remark 1. However, the implementation difficulty
increases in practice with a higher number of resolution bits,
leading to trade-off between the sum rate and number of
resolution bits.

V. CONCLUSION

This letter proposed an IRS enhanced mmWave-NOMA
system. The joint active beamforming, passive beamform-
ing and power allocation optimization was investigated. The
non-convex problem was decomposed into three sub-problems,
which were solved by the alternative optimization and suc-
cessive convex approximation. Simulation results showed that
the proposed algorithm can improve the performance of
the novel IRS assisted mmWave-NOMA system. Our results
confirm that introducing IRS, the coverage of the assisted
mmWave-NOMA system can be enhanced especially when
there is no direct links between BS and users.
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